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Abstract—Computational Pangenomics is an emerging field
that studies genetic variation using a graph structure encom-
passing multiple genomes. Visualizing pangenome graphs is vital
for understanding genome diversity. Yet, handling large graphs
can be challenging due to the high computational demands of
the graph layout process.

In this work, we conduct a thorough performance character-
ization of a state-of-the-art pangenome graph layout algorithm,
revealing significant data-level parallelism, which makes GPUs
a promising option for compute acceleration. However, irregular
data access and the algorithm’s memory-bound nature present
significant hurdles. To overcome these challenges, we develop a
solution implementing three key optimizations: a cache-friendly
data layout, coalesced random states, and warp merging. Addi-
tionally, we propose a quantitative metric for scalable evaluation
of pangenome layout quality.

Evaluated on 24 human whole-chromosome pangenomes, our
GPU-based solution achieves a 57.3x speedup over the state-of-
the-art multithreaded CPU baseline without layout quality loss,
reducing execution time from hours to minutes.

Index Terms—Pangenomics, Bioinformatics, Graph layout,
GPU acceleration

I. INTRODUCTION

Low-cost genome sequencing [1], [2] has made it possible

to collect extensive genetic data for specific species, providing

opportunities for deeper exploration. Pangenomics [3] is an

emerging field of genomics that aims to understand the com-

plete picture of the genetic variation of a species by studying

multiple genomes [4], [5]. Graphical pangenomics models

a pangenome as a graph. This graph-based approach com-

plements traditional reference-based genomics by revealing

overlooked genetic variation when a single reference genome

is used [6]. In particular, the recent release of the first draft

of the human pangenome reference [7] represents a major

milestone. This achievement represents a significant advance

in human genetics, echoing the first release of the human

genome sequence in 2001 [8].

Pangenomes [9] can model the entire genomic variation of

a given population [10]. A variant refers to the differences

between different genome sequences and can provide biologi-

cal insights, such as disease susceptibility [11], [12], genome

functionality identification [13], and evolutionary studies [14].

A prevalent pangenomic model to represent these differ-

ences is the variation graph [15]. As illustrated in Fig. 1, the

variation graph captures both genomic sequences and varia-

tions amongst them. The data structure of a variation graph,

formed by merging identical segments from multiple genomes

into a single node, is depicted in Fig. 1a. Its visualization, as

seen in Fig. 1b, reveals variants including insertions, deletions,

and single nucleotide variants (SNVs). In general, visualization

is an effective way to reveal structural differences between

genomes and gain insights [3].
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(b) Visualization.

Fig. 1: A variation graph and its visualization example —

the three genomes are depicted in different colors; the path of

interconnected nodes represents the original genome.

The visualization of a pangenome combines layout and

rendering, with the layout component being fundamental to the

graph visualization quality. In particular, the layout of a varia-

tion graph is crucial to variant discovery in large pangenomes.

Fig. 2 shows the layout of the HLA-DRB1 gene [16], which

encodes an immune system protein associated with reduced

severity of COVID-19 disease [17]. Genome researchers can

easily identify the location and structure of variants with an

optimized, planar 2D layout of the variation graph, aiding in

the study of pangenomes.

However, general graph layout frameworks are not well-

suited to effectively lay out pangenome graphs. This limitation

primarily arises from the unique biological significance associ-

ated with the nodes and paths within a pangenome. Currently,

only specialized tools [18]–[22] for pangenome graphs offer

effective support. Yet, pangenome graph layout, especially for
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Fig. 2: Layout of the HLA-DRB1 gene — three distinct

variant types are shown in the bounding boxes.

large human pangenome graphs, remains an extremely time-

consuming process. The current state-of-the-art approach odgi-

layout [20] requires hour-scale time to generate the layout of

the variation graph for a single human chromosome with a

32-core server-class Intel Xeon CPU. In addition, the layout

process often requires multiple rounds of parameter tuning

to achieve an optimal layout, resulting in a bottleneck in the

pangenome analysis pipeline.

This work aims to accelerate the computation of pangenome

graph layouts, a crucial step in pangenomics. We show that

the pangenome layout algorithm exhibits a substantial degree

of data-level parallelism, albeit underutilized in the current

state-of-the-art CPU implementation [20], impeding progress

in pangenome research. With significant data parallelism avail-

able, GPU acceleration holds promise for this application.

However, challenges arise due to the irregular data access

pattern and memory-bound nature of the algorithm.

In this paper, we present a novel solution to pangenome

graph layout computation, by leveraging the computational

power of modern GPUs and optimizing the data access pattern.

Our approach not only accelerates layout computation but also

improves the overall efficiency and scalability of pangenomics

analyses. Our main contributions are as follows:

• To our knowledge, we present the first GPU-based solu-

tion to accelerate pangenome graph layout, which enables

minute-scale layout for the entire chromosome dataset. Our

implementation achieves an average speedup of 57.3× com-

pared to an optimized, state-of-the-art CPU implementation.

We will open-source our software in a format that facilitates

easy integration into the pangenomic analysis pipeline.

• To identify the performance bottleneck, we perform a de-

tailed workload characterization of the pangenome graph

layout algorithm. Our analyses indicate that this workload

has a highly irregular data access pattern and is memory-

bound. Thus, a naı̈ve approach is inadequate for fully

exploiting GPU’s computational capabilities.

• We introduce three key optimizations to improve GPU

performance: (1) optimizing the data layout for improved

cache efficiency, (2) enabling coalesced memory accesses by

coalescing random states, and (3) reducing warp divergence

through warp merging.

• We propose a quantitative metric called sampled path stress

to assess the quality of GPU-generated layouts in a scalable

manner. Through a case study, we demonstrate the potential

to explore performance-quality trade-offs using this metric,

leading to additional speedup.

II. BACKGROUND

This section introduces the background of pangenomics, its

variation graph representation, and its graph layout algorithm.

A. Variation Graph

Graph-based pangenomics aims to study genome variation

within a population of samples. The variation graph serves as

the primary model to describe graph-based pangenomes.

A variation graph G = (P, V,E) is a directed graph

composed of a set of paths P , nodes V and edges E, as shown

in Fig. 1a. Each node represents a nucleotide sequence, each

edge represents the connection of an ordered pair of nodes,

and each path describes a walk over nodes.

The path consists of interconnected nodes and represents the

original genome, e.g., path 2 in Fig. 1a embodies a genome

sequence of AATGC...TAGCAAAC. While most nodes are

shared across all paths, variants exist in the form of unique

nodes. These variants are revealed by visualizing the variation

graph, as shown in Fig. 1b. For instance, the T insertion in

path 2 serves as a variant and is the primary discovery focus.

Variation graphs representing biological sequences typically

exhibit a linear structure, as opposed to the more commonly

encountered planar graphs. This characteristic stems from

the linear nature of the genome sequences they represent,

where the majority of segments are identical due to sequence

homology. Consequently, variation graphs display a notably

low average node degree and density. As an example, the

average node degree of human pangenome graphs released by

the HPRC [7] is 1.4, and the average density is 3.5 × 10−7.

These graph properties, along with the genome-specific path

information, make variation graphs particularly unique, open-

ing opportunities for ad-hoc algorithmic optimizations.

B. Pangenome Graph Layout

The aim of a pangenome graph layout is to organize nodes

and edges in order to highlight the genetic variation present in

the genomes represented in the graph. This enables the large-

scale study of the diversity and evolution embodied in tens

or hundreds of genomes. For example, the layout structure

of a pangenome graph representing the 5 acrocentric human

chromosomes of the HPRC pangenome revealed heterologous

recombination in the human pangenome [13].

Existing general graph layout frameworks [23], [24] strug-

gle to reveal the structural variants of pangenome graphs. We

illustrate this by using Gephi [23] to lay out the HLA-DRB1

gene with algorithms including Fruchterman-Reingold [25],

ForceAtlas2 [26] and Yifan Hu [27]. These algorithms, while

creating 2D structures, fail to uncover the underlying structural

variants. This is due to their design for calculating distances

between all nodes, whereas pangenome graphs only consider

nodes on the same path meaningful.

Given that both the biological meanings of nodes and paths

must be factored into the layout process, only specialized



tools for pangenome graphs prove effective. Among these,

the current state-of-the-art approach is odgi-layout, which is

part of the comprehensive pangenome analysis framework

ODGI [28]. By adapting Zheng et al.’s work [24] to the

pangenomic field, odgi-layout utilizes a path-guided stochastic

gradient descent (Path-Guided SGD) algorithm to minimize

stress, a proxy metric quantifying the difference between

reference and layout distances. With its multi-threaded CPU

implementation, odgi-layout stands as the only tool capable of

handling whole-chromosome graphs with millions of nodes.

However, more efficient graph layout solutions are needed

to rapidly compute layouts of increasingly large and complex

pangenomes. Indeed, odgi-layout demands hours on a 32-

core Intel Xeon CPU to generate a pangenome graph layout

for just one human chromosome. Specifically, computing the

layout of the chromosome 1 (Chr.1) pangenome — the largest

chromosomal pangenome released by HPRC — alone exceeds

2.5 hours. Completing the layouts for all 24 chromosomal

pangenome graphs from HPRC sums up to a significant

28 hours. Notably, running the layout computation once

takes up nearly a third of the entire pangenomics analysis

pipeline [29]’s duration. Given that multiple runs are often

performed for optimization, the layout computation becomes

an even more pronounced bottleneck.

This performance issue impedes the study of large and/or

complex pangenome graphs because of the prolonged layout

generation times. Importantly, a fast layout solution would

facilitate interactive visualization, allowing on-the-fly explo-

ration of specific loci, genomic regions, entire chromosomes,

or even whole genomes. This would further pave the way for

the development of next-generation pangenome browsers, un-

locking the study of population-scale genetic variability. This

motivates us to pursue substantial acceleration in pangenome

graph layout generation.

C. Path-Guided SGD Algorithm

Alg. 1 presents the pseudocode for the path-guided SGD

algorithm used in odgi-layout. This algorithm iteratively se-

lects one pair of nodes (ni, nj) from the same path p (lines

7-11). For each of these nodes, represented by a line segment

in the layout, a visualization point is selected (lines 12,

13). This yields a pair of visualization points (vi,vj), each

corresponding to an endpoint of the respective node’s line

segment. This pair of visualization points forms a loss function

(known as stress) with its reference distance dref and current

layout distance ||vi − vj|| (line 14). Then the coordinates are

updated based on the gradient (line 15).

The update process is illustrated in Fig. 3, where both nodes

are moved against the direction of the gradient [24].

III. WORKLOAD CHARACTERIZATION

In this section, we describe the workload characterization

of the multi-threaded CPU implementation of odgi-layout on

a 32-core Intel Xeon Gold 6246R 3.4GHz CPU. For detailed

profiling, we use Linux Perf [30] and Intel VTune profiler [31].

Algorithm 1 Path-Guided Pangenome Graph Layout

Input: pangenome graph G = (P, V,E), SGD schedule S,

total iteration count Niters

Output: a 2D layout L consisting of line segments. L[n]
returns an array of 2 vectors pointing to its endpoints given

n ∈ V .

1: Nsteps ← 10×∑
p∈P |p| ▷ |p|: # of nodes in path p

2: for iter ← 0 to Niters do

3: η ← S[iter] ▷ learning rate

4: for step← 0 to Nsteps do in parallel

5: p← RandomSelect(P , prob ∝ |p|)
6: cooling ← (iter ≥ Niters/2) or FlipCoin()

7: if cooling then

8: ni, nj ← RandomSelect(p, Powerlaw)

9: else

10: ni, nj ← RandomSelect(p, Uniform)

11: end if

12: vi ← FlipCoin() ? L[ni].start : L[ni].end

13: vj ← FlipCoin() ? L[nj ].start : L[nj ].end

14: stressij ← ((||vi − vj|| − dref )/dref )
2 ▷ loss

15: (vi,vj)← (vi,vj)− η∇stressij ▷ update

16: end for

17: end for

ACGTA

TTAC

Path 

Fig. 3: Layout update within one step — ni and nj are

two nodes representing the nucleotide sequences “ACGTA”

and “TTAC”, respectively.

We evaluate the layout computation on three representative

pangenomes of varying sizes, as detailed in Table I.

TABLE I: Properties of representative pangenomes —

# Nuc. is the number of nucleotides.

Pangenome # Nuc. # Nodes # Edges # Paths

HLA-DRB1 2.2× 104 5.0× 103 6.8× 103 12

MHC 5.9× 106 2.3× 105 3.2× 105 99

Chr.1 1.1× 109 1.1× 107 1.5× 107 2, 262

Our analysis highlights three key observations: (1) the

algorithm exhibits high data-level parallelism; (2) it is highly

memory-bound; (3) randomness is critical to the layout quality.

In the following, we delve deeper into each of them.

A. Data-level Parallelism

The multi-threaded CPU implementation of odgi-layout

runs the inner loop in parallel and updates the layout asyn-

chronously in a Hogwild! [32] manner. This means that the



for loop at line 4 in Alg. 1 has high data-level parallelism

for a graph with a large number of nodes. While the intrinsic

race condition between parallel threads could introduce errors,

the layout quality is barely affected since pangenome graphs

are so sparse that the probability of multiple threads updating

the same nodes simultaneously is low.
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Fig. 4: Scaling of odgi-layout.

Fig. 4 reveals a linear scaling pattern of odgi-layout with

CPU threads. However, the CPU cannot fully take advantage

of the high degree of data-level parallelism that exists in

the inner loop, particularly for larger graphs. For instance,

the pangenome graph of the human chromosome 1 (Chr.1)

requires six billion node pair updates per iteration, making it

less ideal for a CPU with a limited number of threads.

B. Memory-Bound

We use the top-down approach proposed in [33] to identify

the performance bottleneck. Fig. 5 displays the results of

the bottleneck analysis. It is apparent that odgi-layout uses

a significant portion of the microarchitecture’s pipeline slots

for memory operations on all three graphs, demonstrating its

memory-bound nature. We then profile the memory stall and

cache performance of odgi-layout. As illustrated in Table II,

workload performance is bottlenecked by a high percentage

of memory stall cycles and a significant miss rate of last-

level cache (LLC) loads. As a result, the memory operations

dominate the run time of the layout process.
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Memory
 Bound53.5%

Core Bound
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Core Bound
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Fig. 5: Microarchitecture bottleneck analysis with VTune.

TABLE II: Memory stall and cache performance of odgi-

layout profiled by Perf.

Pangenome HLA-DRB1 MHC Chr.1

Run Time (h:mm:ss) 0:00:00.4 0:01:47 2:32:38
Memory Stall Cycle Percentage 67.67% 78.07% 77.38%

LLC-load Miss Rate 75.09% 77.84% 89.88%

We observe that the random memory accesses to L (lines 12,

13) and obtaining dref outweigh the computational part (lines

14, 15). Given the massive size of these data structures, e.g.,

the graph of Chr.1 is composed of 11.1M nodes, the scope for

data reuse is severely limited due to random memory access.

This leads to the unusually high LLC load miss rate.

Additionally, the repeated use of pseudo-random number

generator (PRNG) (lines 5, 6, 8, 10, 12, 13) increases memory

traffic. odgi-layout uses Xoshiro256+ [34], a PRNG utilizing

linear-feedback shift registers (LFSR). LFSR-based PRNG is

known for its low computational requirements, which adds to

the memory-bound nature of the layout process.

C. Randomness & Layout Quality

Randomness is essential for fast convergence and high-

quality layout generation in this path-guided SGD algorithm.

This is consistent with the discussion in the paper by Zheng

et al. [24], from which the path-guided SGD algorithm was

adopted. Random path and node pair selections (lines 5, 8, 10)

are performed in each step to ensure the layout quality, as a

naı̈ve iteration could cause the algorithm to get stuck in local

minima due to biases. Fig. 6 shows a non-converged layout

created by forcing all selected pairs of nodes to be 10 hops

away. This node pair selection scheme significantly reduces

randomness in node selection and does not converge within the

same number of iterations. In contrast, the optimized layout

of the same gene shown in Fig. 2 clearly reveals the variants,

which are the primary targets of pangenome graph layout.

Fig. 6: Layout of poor quality — the yellow box captures

the “Large Structural Variant” region in Fig. 2.

IV. PANGENOME GRAPH LAYOUT IN PYTORCH

As previously discussed, CPUs cannot fully exploit the

substantial data-level parallelism within the pangenome graph

layout algorithm. Since the algorithm relies on SGD-based op-

timization, adopting PyTorch [35], a deep learning framework

optimized for gradient computation, is an attractive option for

implementing the layout algorithm on GPUs.

In this section, we introduce a PyTorch-based implementa-

tion of the algorithm and assess its performance on the MHC

pangenome graph with an NVIDIA RTX A6000 GPU. We

employ NVIDIA Nsight Systems [36] for detailed profiling.

Our analysis not only reveals the limitations of a basic

PyTorch implementation but also underscores the challenges in

achieving effective GPU acceleration of the pangenome layout.

A. Implementation and Performance Analysis

We utilize PyTorch to solve the layout optimization problem

following the neural network training procedure — Each data

instance is a node pair (ni, nj), with its ground-truth label as

dref . The layout coordinates L act as the adjustable weights

that are updated in each step based on the gradient of the stress

function. We process a batch of node pairs simultaneously to

leverage the data-level parallelism of the algorithm.



The performance of the PyTorch implementation on the

MHC pangenome is shown in Table III, where we measure the

GPU run time and compare it to the 32-thread CPU baseline,

which completes in 107 seconds. The run time decreases as the

batch size increases, up to a batch size of 1 million. Beyond

this point, there is no further linear scaling.
We also assess the layout quality to understand the impact

of larger batch sizes by visual inspection. As mentioned

in Sec. III-A, excessive asynchronous updates by too many

threads could reduce the effectiveness of these updates, re-

sulting in layout quality degradation. This is reflected in

the increasing node stress with larger batch sizes. By visual

inspection, the design with a batch size of 10M has some

layout quality degradation, and the design with a batch size

of 100M does not converge to a valid layout.

TABLE III: Performance of the PyTorch implementation

— the speedup is compared to the 32-thread CPU baseline.

Batch Size Run Time (s) Speedup Quality

10K 702.2 0.2x Good
100K 67.3 1.6x Good
1M 15.6 6.8x Good
10M 14.3 7.5x Satisfying
100M 11.8 9.1x Poor

The PyTorch implementation achieves a 6.8× speedup over

the CPU baseline on MHC. However, this approach does not

fully exploit the potential of the GPU due to the lack of tailored

optimizations for the memory-bound nature of the application

and the GPU architecture.
Fig. 7 presents the breakdown of kernel time for the

PyTorch implementation when using different batch sizes,

demonstrating that the indexing kernel consumes the most

time. Taking into account the profiling results in Sec. III-B,

it is evident that memory operations are the primary time-

consuming operations on both the CPU and GPU. Given

the algorithm’s inherent randomness leading to a random

memory access pattern, combined with this memory operation

dominance, an effective data layout is crucial to enhance

performance on both hardware platforms. However, neither the

CPU baseline nor the current PyTorch implementation have a

customized data layout.
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Fig. 7: Kernel time breakdown of the PyTorch implemen-

tation, profiled by NVIDIA Nsight Systems — only kernels

accounting for over 2% of total GPU time are included. The

shaded index is the memory operation.

Another challenge arises from PyTorch’s tensor-based pro-

gramming model. The implementation groups multiple node

pairs into long tensors for computation and memory opera-

tions. Due to the large number of node pairs, multiple batches

are needed per iteration, resulting in numerous CUDA kernel

launches, as shown in Table IV. This leads to significant

overhead in kernel launches and unnecessary implicit synchro-

nization between kernels, which is not needed for this specific

application that permits asynchronous Hogwild! style updates.

TABLE IV: CUDA kernel launching overhead.

Batch Size 100K 1M 10M
CUDA kernels launched (#) 6,562,860 651,480 64,080
Time percentage of CUDA API 76.4% 20.2% 2.1%

Furthermore, using PyTorch, a high-level framework, makes

it challenging to implement low-level, customized optimiza-

tions tailored to the GPU architecture. The highly-optimized

kernels that PyTorch relies on come from its backend libraries.

These are fixed and not tailored for our specific workload,

which means that issues like conditional branching (lines

7, 9 in Alg. 1) and uncoalesced memory access can still

significantly impair GPU performance.

B. Challenges to Efficient GPU Offloading

By characterizing the pangenome graph layout workload

and implementing a basic PyTorch implementation, we have

identified several challenges that must be addressed in order

to fully leverage the power of GPUs.

• Numerous CUDA kernels launched by PyTorch lead to a

notable overhead due to redundant memory operations and

synchronization. This is addressed in Sec. V-A.

• The application is memory-bound on both CPUs and GPUs.

Dominant memory operations and irregular access patterns

necessitate an effective data layout to minimize memory

traffic. This is addressed in Sec. V-B1.

• The conditional branching and uncoalesced memory ac-

cess can degrade GPU performance. This is addressed in

Sec. V-B2 and Sec. V-B3.

V. OPTIMIZED GPU IMPLEMENTATION

In this section, we describe our GPU design with cus-

tomized optimizations to address the challenges highlighted

in Sec. IV-B. First, we introduce a base CUDA kernel for

pangenome graph layout to exploit the high degree of data-

level parallelism. Then, we detail three optimization tech-

niques: a cache-friendly data layout for the pangenome graph,

coalesced random states, and warp merging.

A. CUDA Kernel for Pangenome Graph Layout

Our base CUDA kernel design for pangenome graph layout

is shown in Fig. 8. Each GPU thread runs the update steps

(lines 4-16 in Alg. 1) in parallel. Within a single CUDA kernel

launch, all GPU threads collectively contribute to completing

the Nsteps steps required per iteration.

The memory-bound nature of the algorithm would lead to

frequent memory stalls. When a warp is stalled, the GPU

warp scheduler attempts to switch to another available warp
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Fig. 8: CUDA kernel execution — one update step includes

pseudo random number generation (R), node pair loading (L),

computing the updated value (C), and storing the result (S).

to hide memory latency. The abundant data-level parallelism

in our design ensures the amount of available warps, thereby

improving streaming multiprocessors (SM) utilization.

In our method, a single CUDA kernel is launched per

iteration, with inter-block synchronization occurring only after

all steps in an iteration are completed. Therefore, with the

default setting of Niters of 30, a total of 31 CUDA kernels

are launched, including one additional kernel launch for initial-

ization. This achieves implicit kernel fusion compared to our

preliminary PyTorch implementation, which greatly reduces

the overhead due to the numerous CUDA kernels launched,

as discussed in Table IV.

Here, we also build a lean data structure specifically for the

pangenome graph layout application. As a part of the com-

prehensive pangenome analysis framework ODGI, the current

SOTA odgi-layout uses the ODGI data structure. Therefore,

the data structure includes numerous fields, some of which

are not relevant to odgi-layout, resulting in a suboptimal data

structure for pangenome graph layout.

The lean data structure in our CUDA kernel retains only the

data fields used in the pangenome graph layout process. For

instance, the ODGI data structure represents the nucleotide

sequence as a string, and invoking the .size() method

returns the size; our lean data structure directly stores the

sequence length since the content of the string is not used in

the pangenome graph layout. Note that this lean data structure

can be easily transformed from the ODGI data structure,

leading to an easy integration into the ODGI framework.

Since odgi-layout and the external libraries used [21] were

developed for the multi-core CPU, the data structures are

heavily dependent on the use of dynamic containers such

as vectors. The GPU provides limited support for dynamic

data constructs, so we manually implement the necessary data

structures and functions in our CUDA kernel.

B. Kernel Optimizations

To address the memory-bound nature of the application, we

introduce three kernel optimization methods: a cache-friendly

data layout for pangenome graphs to improve cache locality,

coalesced random states to enable coalesced memory accesses,

and warp merging to reduce warp divergence.
1) Cache-friendly Data Layout: Our data structure for the

pangenome graph layout includes node data and path data.

The node data includes the sequence length of each node and

the coordinates of the start and end points of the visualization,

while the path data consists of the node ID, path ID, position,

and orientation of each node as it traverses the paths.

ODGI maintains its core data structure for pangenome graph

and develops auxiliary structures for the tools built upon it. For

instance, the x and y coordinates, which are used exclusively

in odgi-layout, are organized into two arrays separate from

the primary graph data structure. The data structure of our

base CUDA kernel follows this design, resulting in a struct-

of-arrays (SoA) layout. This has a negative impact on cache

performance for the pangenome graph layout workload. To

solve this problem, we propose a cache-friendly data layout by

repacking data to match the memory access pattern of Alg. 1.

Fig. 9 compares the proposed cache-friendly data layout

with the original one in terms of access to node data during

an update step. When using the original data layout, updating

a single node requires three separate memory accesses for

three different arrays. This is illustrated in Fig. 9a. Although

neighboring node data is cached, there is a high chance of

eviction due to the random selection of node pairs.

Memory Cache

Node Length

X Coordinate
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L0 L1 L2
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(a) Original data layout. Every node incurs three memory accesses;
the majority of cached data are not used due to randomness.

Memory Cache

L0 sx0 sy0 ex0 ey0Nodes … L0 L1sx0 ex0sy0 ey0L1 sx1

Node 0 Node 1

(b) Cache-friendly data layout. One memory access for one node.

Fig. 9: Cache-friendly data layout — Li is the length of

node i; sxi, syi, exi, eyi are the x and y coordinates of

the start and end points of the line segment for node i.

In contrast, we use an array-of-structs (AoS) layout for

node-related data, ensuring a cache-friendly design. Only one

memory access is necessary for each node’s data retrieval, as

shown in Fig. 9b. Since memory accesses to the start and end

point coordinates are contiguous (lines 12, 13 in Alg. 1), this

packing scheme improves spatial locality, thus removing traffic

to higher-level caches and DRAM. The same principle applies

to the path data which is not discussed in detail here.

2) Coalesced Random States: Pseudo random number gen-

erator (PRNG) is heavily used in the algorithm. The CUDA

cuRAND library [37] utilizes the xorshift PRNG [38], a type

of LFSR with low computational requirements.

To maintain layout quality, we map a set of random states to

each SM, enabling each thread within a block to have its own

random state. This ensures that threads generate uncorrelated

random numbers, eliminating potential biases. However, this

approach leads to a large number of memory accesses to the

random states with concurrent running threads, which becomes

the primary bottleneck for PRNG. As the GPU cache is



shared by multiple warps running asynchronously, one warp’s

pangenome graph data may displace another warp’s random

states in the cache, increasing the risk of eviction.

The cuRAND implementation represents each random state

by a structure consisting of six 32-bit fields. This object-

oriented design forms an AoS data layout, with each thread

having its own random state. However, this data layout results

in uncoalesced memory access to the random state, since the

same field in different threads is not in contiguous memory.

Uncoalesced memory access to any random state requires

much more frequent cache refills if some cache lines (e.g.,

cache line 3 in Fig. 10a) are evicted. This pattern amplifies

global memory accesses and causes memory stalls.

Cache

s0 s1 s2 s3 s4 s5
s0 s1 s2 s3 s4 s5
s0 s1 s2 s3 s4 s5

Warp

line 0
line 1
line 2
line 3

waiting for line 3 to be refilledneed s1

(a) Original random states.

Cache

s0 s0 s0 s0 s0 s0
s1 s1 s1 s1 s1 s1
s2 s2 s2 s2 s2 s2

Warp

line 0
line 1
line 2
line 3

no stallsneed s1

(b) Coalesced random states.

Fig. 10: Coalesced random states — in (a), a refill is required

for any evicted cache line; in (b), a refill only happens when

the warp accesses exactly the evicted cache line.

To solve this problem, we introduce a coalesced random

states method by transforming the AoS data layout into the

SoA data layout. As shown in Fig. 10b, this switch facilitates

coalesced memory accesses to random states within a warp,

storing the same field from multiple threads within the same

cache line. In this way, a cache is only refilled from global

memory when a warp requires an evicted cache line.

3) Warp Merging: The conditional branching (lines 7, 9 in

Alg. 1) is crucial for generating a high quality pangenome

graph layout. The non-cooling branch uniformly selects node

pairs to create the coarse-grained layout, while the cooling

branch selects node pairs at closer proximity with a power

law distribution to refine the layout. However, this conditional

branching structure leads to warp divergence. Since all 32

threads within a warp execute the same instruction, divergence

forces some threads to idle, degrading GPU performance.

To solve this problem, we introduce the warp merging

method. As indicated in Fig. 11, all threads within a warp

select the same branch in an update step, keeping the threads

constantly active. This method is achieved by using a control

thread within each warp to randomly select the branch. The

selection is then stored in shared memory, accessible to all

threads within the same warp.

While warp merging causes threads within a single warp

to select the same branch, resulting in reduced intra-warp ran-

domness, the presence of multiple concurrently running warps

on various SMs ensures different branches are chosen across

warps. Consequently, the overall distribution of threads taking

each branch remains consistent with the original algorithm,

thereby preserving layout quality.

in cooling branch in non-cooling branch inactive

step 2step 1

time

(a) No warp merging.

step 2step 1

time

(b) With warp merging.

Fig. 11: Warp merging — in (a), conditional branches cause

warp divergence, leading to suboptimal thread utilization; in

(b), all threads within a warp are active by selecting the same

branch in an update step.

VI. A QUANTITATIVE METRIC FOR PANGENOME LAYOUTS

In our GPU implementation, we leverage a notably higher

degree of data-level parallelism in comparison to the CPU

baseline. As detailed in Section III-A and examined through

experiments in Section IV-A, excessive parallelism may chal-

lenge the sparsity assumption underlying the Hogwild! asyn-

chronous update, potentially compromising layout quality.

Visual inspection, while useful, is subjective and not scalable

since it relies on human evaluation of the results. Conse-

quently, there is a crucial need to quantify the quality of the

GPU-generated layouts.

In this section, we incorporate the stress metric, widely used

in general graph layouts, into the pangenome graph to propose

the path stress with a GPU implementation, and then further

apply sampling to solve the scalability issue.

A. Path Stress

Prior studies [39], [40] have introduced various quantitative

metrics to evaluate the aesthetic quality of general graph

layouts, including stress, the number of edge crossings, the

uniformity of edge lengths. However, each metric focuses on

a single aspect, while some criteria contradict each other [41].

So far, there is no agreement on the most effective metric [42],

and the metric selection highly depends on which features of

the graph you want to highlight in each use case [40], [43].

Therefore, since the pangenome graph layout algorithm is

based on the popular energy-based algorithms by minimizing

stress [24], [44], [45], we incorporate stress (line 14 in

Alg. 1) with the unique path property of the pangenome graph,

forming the path stress, defined in Equation 1.

path stress =

∑
p∈P

∑
ni,nj∈p stress(ni, nj)

Ntotal node pairs

(1)

Here stress(ni, nj) is the average stress of all four com-

binations of the start and end points of node ni and nj . The

path stress is calculated by averaging the stress across all node

pairs on all paths. The key distinction between path stress and

the standard stress used for general graphs is that path stress

only considers node pairs on the same path. This aligns with



the layout algorithm, as dref only considers distances within

the same path.

We implement the path stress with a CUDA kernel to

speedup the computation by mapping a pair of nodes to

each GPU thread, and then aggregating partial results with a

reduction tree. Fig. 12 shows how path stress can differentiate

between pangenome graph layouts of varying qualities. The

layout with a lower path stress is considered more legible

and aesthetically sound, thereby more effectively revealing the

structural information of the pangenome graph.

(a) Path stress: 142.2. (b) Path stress: 22.4.

(c) Path stress: 1.3. (d) Path stress: 0.07.

Fig. 12: Layouts of HLA-DRB1 of different qualities.

B. A Scalable Metric: Sampled Path Stress

Although path stress can effectively present layout quality,

it has a quadratic computational complexity in terms of nodes.

This poses a significant challenge on scalability even with

the compute power of GPUs. As shown in Table V, it would

require 194 GPU hours with an NVIDIA RTX A6000 GPU to

compute the path stress of a human Chr.1 pangenome graph

layout, which is impractical. Therefore, there is a need for a

metric scalable to chromosomal pangenome graphs.

TABLE V: Run time of metrics computation.

Pangenome # of Nodes RT of Path Stress RT of Sampled Path Stress

HLA-DRB1 5.0× 103 1.6 sec 0.3 sec
MHC 2.3× 105 53.0 min 6.5 sec
Chr.1 1.1× 107 (Est.) 194.0 hour 5.5 min

We propose a more scalable metric, sampled path stress,

which estimates overall path stress by randomly sampling

a total of n pairs of visualization nodes (vi,vj), whose

corresponding nodes are on the same path. Equation 2 defines

sampled path stress, where S stands for the set of sampled

nodes. By default, we sample n = 100|p| node pairs in each

path, where |p| is the number of nodes in path p; each node

is expected to be sampled 100 times within its path.

sampled path stress =

∑
p∈P

∑
(vi,vj)∈S

stressij(vi,vj)

n
(2)

Sampled path stress, which is the mean of the sample (noted

as µ), would converge to a normal distribution based on the

central limit theorem [46], [47]. Therefore, we also compute

the 95% confidence interval to validate the sampling coverage.

This is computed by another pass through the sampled stress

terms to get the standard deviation σ, and derived from

CI95% = µ± 1.96σ/
√
n.

Applying sampling makes the metric computation linear in

complexity, allowing the metric computation for chromosomal

pangenome graphs with millions of nodes to be done in

minutes, as shown in Table V.

To check the correctness of sampled path stress, we compare

it against path stress with 1824 small-sized pangenome graph

layouts, where path stress computation is feasible. Fig. 13

demonstrates that sampled path stress closely approximates

path stress with a correlation of 0.995. We also verify that

sampled path stress remains consistent with different random

seeds for a given layout.
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Fig. 13: Linear correlation — sampled path stress closely

approximates the entire path stress.

Thus, we adopt sampled path stress as the scalable quanti-

tative metric for evaluating layout quality.

VII. EVALUATION

A. Experiment Setup

We utilize a 32-core Intel Xeon Gold 6246R CPU@3.4GHz,

an NVIDIA RTX A6000 GPU, and an NVIDIA A100 GPU

for hardware setup, with GCC 10.2.1 for compilation.

For overall performance analysis, our GPU design is tested

on both an NVIDIA RTX A6000 with CUDA 11.7 and

an NVIDIA A100 with CUDA 12.2. The ablation study

is conducted only on the NVIDIA RTX A6000, utilizing

NVIDIA Nsight Compute [48] 2022.2 and Linux Perf [30]

as profiling tools. We perform another case study to explore

the performance-quality trade-off with the RTX A6000. The

multi-threaded CPU baseline is odgi-layout [20].

We use the human pangenome reference dataset released

by the HPRC [7], composed of 24 chromosomal pangenome

graphs, from Chr.1 to Chr.22, Chr.X, and Chr.Y. As detailed

in Table VI, these graphs contain millions of nodes and are

characterized by their notably low node degree and density.

TABLE VI: Properties of the human pangenome graphs.

# Nuc. # Nodes # Edges # Paths deg Density

Min 8.8× 107 3.2× 105 307 4.4× 104 1.4 1.3× 10−7

Max 1.1× 109 1.1× 107 3, 029 5.0× 105 1.4 4.4× 10−6

Mean 3.0× 108 4.0× 106 1, 295 2.3× 105 1.4 3.5× 10−7



TABLE VII: Run time and speedup — the run time format is in h:mm:ss.

Pan. CPU A6000 Speedup A100 Speedup Pan. CPU A6000 Speedup A100 Speedup Pan. CPU A6000 Speedup A100 Speedup

Chr.1 2:32:38 0:04:59 30.6x 0:02:42 56.5x Chr.9 1:16:49 0:02:53 26.6x 0:00:55 83.8x Chr.17 1:03:45 0:02:01 31.7x 0:01:07 57.1x
Chr.2 1:17:03 0:03:33 21.7x 0:01:01 75.8x Chr.10 0:48:34 0:02:22 20.6x 0:00:44 66.2x Chr.18 0:50:29 0:01:50 27.6x 0:01:08 44.6x
Chr.3 1:28:41 0:03:27 25.7x 0:01:31 58.5x Chr.11 0:56:25 0:02:07 26.7x 0:00:37 91.5x Chr.19 0:40:23 0:01:29 27.3x 0:00:27 89.8x
Chr.4 1:47:32 0:03:40 29.3x 0:02:06 51.2x Chr.12 0:44:05 0:02:07 20.9x 0:00:49 54.0x Chr.20 0:51:34 0:01:30 34.3x 0:01:01 50.7x
Chr.5 1:41:09 0:03:19 30.5x 0:01:07 90.6x Chr.13 1:03:32 0:02:22 26.8x 0:00:53 71.9x Chr.21 0:44:18 0:01:26 30.9x 0:00:38 69.9x
Chr.6 1:13:55 0:02:49 26.3x 0:01:27 51.0x Chr.14 0:51:21 0:02:04 24.9x 0:00:46 67.0x Chr.22 0:39:59 0:01:37 24.8x 0:00:30 80.0x
Chr.7 1:16:46 0:03:00 25.6x 0:01:34 49.0x Chr.15 1:11:33 0:02:52 25.0x 0:01:16 56.5x Chr.X 1:04:06 0:01:49 35.4x 0:00:49 78.4x
Chr.8 1:17:27 0:02:57 26.3x 0:01:41 46.0x Chr.16 2:19:47 0:04:56 28.3x 0:12:58 10.8x Chr.Y 0:01:55 0:00:03 36.9x 0:00:04 28.7x

Geometric Mean 27.7x 57.3x

TABLE VIII: Layout quality comparison with sampled path stress (SPS) — SPS ratio is computed by GPUSPS/CPUSPS.

Pan. CPU CI95% A6000 CI95% SPS ratio A100 CI95% SPS ratio Pan. CPU CI95% A6000 CI95% SPS ratio A100 CI95% SPS ratio Pan. CPU CI95% A6000 CI95% SPS ratio A100 CI95% SPS ratio

Chr.1 [0.77, 1.72] [0.86, 1.28] 0.86 [0.88, 1.28] 0.87 Chr.9 [0.58, 2.93] [0.73, 1.34] 0.59 [-0.15, 3.05] 0.83 Chr.17 [0.45, 0.45] [0.60, 0.61] 1.34 [0.58, 0.58] 1.29
Chr.2 [0.31, 0.76] [0.21, 0.29] 0.47 [0.35, 0.56] 0.85 Chr.10 [0.13, 0.17] [0.14, 0.19] 1.13 [0.13, 0.17] 1.04 Chr.18 [0.49, 0.61] [0.53, 0.63] 1.05 [0.54, 0.57] 1.00
Chr.3 [0.26, 0.28] [0.29, 0.31] 1.12 [0.29, 0.30] 1.09 Chr.11 [0.12, 0.32] [0.14, 0.18] 0.72 [0.14, 0.19] 0.75 Chr.19 [0.17, 0.19] [0.22, 0.26] 1.30 [0.19, 0.21] 1.11
Chr.4 [0.28, 0.31] [0.28, 0.30] 1.00 [0.28, 0.30] 1.00 Chr.12 [0.12, 0.17] [0.13, 0.14] 0.96 [0.13, 0.16] 0.99 Chr.20 [0.19, 0.97] [0.38, 0.41] 0.68 [0.38, 0.41] 0.67
Chr.5 [0.18, 0.20] [0.22, 0.27] 1.26 [0.20, 0.23] 1.13 Chr.13 [0.38, 0.39] [0.46, 0.51] 1.26 [0.41, 0.48] 1.16 Chr.21 [0.36, 0.47] [0.41, 0.54] 1.15 [0.36, 0.72] 1.31
Chr.6 [0.30, 0.31] [0.32, 0.33] 1.05 [0.31, 0.32] 1.03 Chr.14 [0.19, 0.33] [0.20, 0.88] 2.11 [0.15, 0.61] 1.48 Chr.22 [0.37, 0.42] [0.23, 1.14] 1.73 [0.43, 0.50] 1.17
Chr.7 [0.28, 0.29] [0.29, 0.30] 1.04 [0.29, 0.33] 1.08 Chr.15 [0.85, 1.60] [1.20, 1.85] 1.24 [1.13, 1.67] 1.14 Chr.X [0.49, 0.51] [0.58, 0.61] 1.19 [0.58, 0.60] 1.17
Chr.8 [0.27, 0.27] [0.27, 0.28] 1.02 [0.27, 0.28] 1.02 Chr.16 [0.67, 0.68] [0.69, 0.71] 1.03 [0.71, 0.72] 1.05 Chr.Y [0.58, 0.89] [-0.26, 3.66] 2.31 [0.63, 0.75] 0.94

Geometric Mean 1.08 1.03

B. Overall Performance

Table VII shows the overall performance for all human

chromosomes. Our optimized GPU design achieves a 57.3×
speedup on A100, and a 27.7× speedup on RTX A6000

over the 32-thread CPU baseline odgi-layout. This reduces the

average computation time from 1-2 hours down to just a few

minutes.

We evaluate the layout quality of GPU-generated layouts

using both quantitative and qualitative methods. Quantitatively,

we measure sampled path stress, as shown in Table VIII,

where the average ratio of sampled path stress between GPU

and CPU layouts is close to 1, indicating no quality loss

in the GPU-generated layouts. Qualitatively, visual inspection

confirms that GPU-generated layouts do not have noticeable

differences compared to CPU-generated layouts, as demon-

strated in Fig. 14 for Chr.7. Additionally, we conduct 15

runs for each pangenome and confirm the consistency and

repeatability of these layouts.

(a) CPU-generated layout.

(b) GPU-generated layout.

Fig. 14: CPU and GPU-generated layouts of Chr.7 — only

the central, most complex parts are displayed, as the entire

chromosome is too long.

The 27.7× speedup achieved by our optimized GPU design

on the same NVIDIA RTX A6000 GPU is significantly higher

than the 6.8× improvement achieved by our initial PyTorch

implementation, as discussed in Sec. IV. This demonstrates

that the custom optimizations in our GPU design effectively

exploit the GPU’s computing power.

Our design can be seamlessly integrated into the ODGI [28]

framework to facilitate the adoption of our GPU implementa-

tion. To enable it, a user can simply add the --gpu argument,

making the solution effortlessly accessible.

We also perform a scalability study on human pangenome

graphs. Fig. 15 demonstrates linear scaling in both CPU and

GPU implementations. This result aligns with the expectation,

as the number of updates is proportional to the total path

length, which is the sum of the nodes in each path.
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(b) RTX A6000 GPU.

Fig. 15: Scalability study on the size of pangenomes.

C. Ablation Study

Fig. 16 shows the incremental performance gains achieved

with each optimization. Our approach begins with a base

CUDA kernel to exploit the data-level parallelism. Building

on this, we develop an optimized CUDA kernel by introducing

three kernel optimization methods.

In the following sections, we evaluate the effects of the

individual kernel optimizations. We apply the methods to

the base CUDA kernel individually and evaluate its effects,

demonstrating improvements in both run time and key per-

formance metrics. Since we find similar improvements in all

chromosomes, we show here only the results for Chr.1.
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Fig. 16: Speedup through successive optimizations – the

baseline is odgi-layout on CPU.

1) Cache-friendly Data Layout (CDL): Since CDL is effec-

tive across both CPU and GPU, we apply it on both the base

CUDA kernel and the CPU baseline. As shown in Table IX,

the improved spatial locality with CDL significantly reduces

Last Level Cache (LLC) loads and LLC misses on CPU, and

reduces DRAM access on GPU.

TABLE IX: Effects of cache-friendly data layout.

Method w/o CDL w/ CDL Improv.

CPU
LLC-loads (#) 3.0× 1012 9.4× 1011 3.2×

LLC-load-misses (#) 2.7× 1012 8.1× 1011 3.3×

CPU Run Time (s) 9, 158.4 2, 935.2 3.1×

GPU
DRAM access (GB) 5, 191.9 3, 974.4 1.3×

GPU Run Time (s) 569.4 393.1 1.4×

2) Coalesced Random States (CRS): Table X reports the

effects of CRS. The “L1 sectors per request” metric reflects

the level of memory request coalescence within a warp. Here,

a request denotes a single instruction requesting a memory

operation, and a sector represents an aligned 32B chunk of

memory. Each request may access one or more sectors. Hence,

fewer sectors per request indicate improved coalescence of

memory requests. The CRS method notably decreases the L1

sectors per request, thereby reducing memory accesses to L1,

L2 caches, and DRAM.

TABLE X: Effects of coalesced random states.

Method w/o CRS w/ CRS Improv.

L1 Sectors / Req (#) 26.8 9.9 2.7×

L1 Cache Access (GB) 8, 686.7 4, 787.7 1.8×

L2 Cache Access (GB) 7, 498.9 4, 339.3 1.7×

DRAM Access (GB) 5, 191.9 4, 077.8 1.3×

GPU Run Time (s) 569.4 471.7 1.2×

3) Warp Merging (WM): As seen in Table XI, using WM

significantly reduces the number of instructions executed. The

average number of active threads is increased to 27.9, which

is close to the full complement of 32 threads within a warp,

indicating a considerable reduction in warp divergence.

D. A Case Study: Explore the Performance-Quality Trade-off

with Sampled Path Stress

Sampled path stress proposed in Sec. VI-B allows us

to evaluate a chromosomal layout quantitatively in minutes,

TABLE XI: Effects of warp merging.

Method w/o WM w/ WM Improv.

Executed Instructions (# in billions) 131.3 90.1 1.5×

Avg. Active Threads Per Warp (#) 20.5 27.9 1.4×

GPU Run Time (s) 569.4 527.4 1.1×

enabling the exploration of the effects of algorithmic changes

on the layout quality of large-scale pangenomes.

While randomness is crucial for achieving high-quality lay-

outs, it limits data reuse, which adversely affects performance.

We conduct a case study by applying warp-level data reuse on

top of the optimized GPU design to explore the performance-

quality trade-off with sampled path stress.

1) Methods: We aim to increase data reuse with minimal

randomness degradation. This is accomplished by shuffling

node data within the same warp using CUDA warp-level prim-

itives, enabling direct data sharing between thread registers

within the same warp without using shared or global memory.

The data reuse scheme consists of data reuse factor (DRF)

and step reduction factor (SRF). This modified approach

increases the number of updates per step by DRF, and reduces

the number of steps by SRF. Each step involves selecting one

node pair but performing multiple updates via warp shuffling.

Through warp shuffling, we reuse the cached data to randomly

form a new node pair. This method reduces randomness of

node selection, potentially affecting the layout quality.

2) Results: Fig. 17 illustrates the study of the trade-off

between performance (represented by normalized speedup)

and quality (represented by sampled path stress) in Chr.1 and

Chr.2. Layouts with stress less than twice that of baseline

layouts are considered as “good”, less than ten times as

“satisfying”, and more than ten times as “poor”.

An increase in both DRF and SRF generally leads to an

increase in sampled path stress, indicating a loss of layout

quality. This trend is consistent for most input data. Overall,

schemes with DRF of 2 usually produce good or satisfying

layouts, while schemes with a DRF of 8 tend to produce poor

layouts in many cases. This is due to reusing data 8 times

within a warp’s 32 threads, which greatly reduces randomness

in node pair selection.
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Fig. 17: Design space exploration on data reuse schemes

— each datapoint represents a scheme = (DRF, SRF ).



Leveraging scalable sampled path stress allows us to explore

the trade-offs between performance and layout quality. Tested

on the RTX A6000 GPU across all 24 human pangenome

graphs, we discover that it is possible to achieve an additional

1.5x speedup over the optimized GPU implementation, while

still maintaining good layout quality.

VIII. RELATED WORK

Several widely-used graph layout tools include Gephi [23],

NetworkX [49], and Graphviz [50]. Efforts have been made

to accelerate these tools on GPUs, as seen in works like [51],

[52]. However, the distinct biological meaning of nodes and

paths in pangenome graphs limit these tools’ suitability.

Numerous pangenome graph layout tools have been devel-

oped to better understand the intricate relationships and varia-

tions among genomes [3]. AGB [18] and VG view [21] employ

the rank-based layout algorithm on the Graphviz backend.

GfaViz [22] and BandageNG [19] adopt the force-directed lay-

out algorithm on the OGDF [53] backend. SGTK [54] applies

the force-directed layout algorithm on the Cytoscape.js [55]

backend. Despite their approaches, none have demonstrated

scalability to the giga-basepair level, as highlighted in a com-

prehensive review [3] of pangenome graph visualization tools.

Among the available tools, odgi-layout [20] stands to be the

only tool capable of scaling to whole-chromosome pangenome

graphs containing millions of nodes. Despite taking hours, it

far surpasses the prior leading tool, BandageNG, which fails

to produce a layout within 7 days [20].

Many efforts have focused on accelerating genomics appli-

cations, from GPU-accelerated sequence alignment [56]–[60],

metagenome assembly [61] and classification [62], to custom

hardware for read assembly [63] and read mapping [64]. Yet,

there is a noticeable gap in acceleration work for pangenome

graphs, presenting ample opportunity.

IX. CONCLUSION AND FUTURE WORK

We present a fast GPU-based pangenome graph layout

solution, achieving a 57.3× speedup on average over the cur-

rent state-of-the-art multi-threaded CPU baseline, and 18.5×
speedup over our own optimized version of the CPU solu-

tion. We leverage the compute power of GPUs with custom

optimizations to address the memory-bound and randomness

challenges. Our work enables the layout of the entire human

pangenome dataset in just a few minutes, which greatly

facilitates pangenomics research. For future work, we believe

scaling our work to a multi-GPU setup is essential to meet

the rapid increase in genome data, and extending to other

pangenome analysis applications in the face of increasing data

availability.
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[14] S. Hübner, “Are we there yet? driving the road to evolutionary graph-
pangenomics,” Current Opinion in Plant Biology, vol. 66, p. 102195,
2022.

[15] J. M. Eizenga, A. M. Novak, E. Kobayashi, F. Villani, C. Cisar,
S. Heumos, G. Hickey, V. Colonna, B. Paten, and E. Garrison, “Efficient
dynamic variation graphs,” Bioinformatics, vol. 36, no. 21, pp. 5139–
5144, 2020.

[16] T. Shiina, K. Hosomichi, H. Inoko, and J. K. Kulski, “The hla genomic
loci map: expression, interaction, diversity and disease,” Journal of

human genetics, vol. 54, no. 1, pp. 15–39, 2009.

[17] D. J. Langton, S. C. Bourke, B. A. Lie, G. Reiff, S. Natu, R. Darlay,
J. Burn, and C. Echevarria, “The influence of hla genotype on the
severity of covid-19 infection,” Hla, vol. 98, no. 1, pp. 14–22, 2021.

[18] A. Mikheenko and M. Kolmogorov, “Assembly graph browser: interac-
tive visualization of assembly graphs,” Bioinformatics, vol. 35, no. 18,
pp. 3476–3478, 2019.

[19] R. R. Wick, M. B. Schultz, J. Zobel, and K. E. Holt, “Bandage:
interactive visualization of de novo genome assemblies,” Bioinformatics,
vol. 31, no. 20, pp. 3350–3352, 2015.

[20] S. Heumos, A. Guarracino, J.-N. M. Schmelzle, J. Li, Z. Zhang,
J. Hagmann, S. Nahnsen, P. Prins, and E. Garrison, “Pangenome graph
layout by Path-Guided Stochastic Gradient Descent,” Bioinformatics,
vol. 40, no. 7, p. btae363, 07 2024. [Online]. Available: https:
//doi.org/10.1093/bioinformatics/btae363

[21] E. Garrison, J. Sirén, A. M. Novak, G. Hickey, J. M. Eizenga, E. T. Daw-
son, W. Jones, S. Garg, C. Markello, M. F. Lin, B. Paten, and R. Durbin,
“Variation graph toolkit improves read mapping by representing genetic
variation in the reference,” Nature biotechnology, vol. 36, no. 9, pp.
875–879, 2018.

[22] G. Gonnella, N. Niehus, and S. Kurtz, “Gfaviz: flexible and interactive
visualization of gfa sequence graphs,” Bioinformatics, vol. 35, no. 16,
pp. 2853–2855, 2019.

[23] M. Bastian, S. Heymann, and M. Jacomy, “Gephi: an open source
software for exploring and manipulating networks,” in Proceedings of

the international AAAI conference on web and social media, vol. 3,
no. 1, 2009, pp. 361–362.

[24] J. X. Zheng, S. Pawar, and D. F. Goodman, “Graph drawing by stochastic
gradient descent,” IEEE transactions on visualization and computer

graphics, vol. 25, no. 9, pp. 2738–2748, 2018.

[25] T. M. Fruchterman and E. M. Reingold, “Graph drawing by force-
directed placement,” Software: Practice and experience, vol. 21, no. 11,
pp. 1129–1164, 1991.

[26] M. Jacomy, T. Venturini, S. Heymann, and M. Bastian, “Forceatlas2,
a continuous graph layout algorithm for handy network visualization
designed for the gephi software,” PloS one, vol. 9, no. 6, p. e98679,
2014.

[27] Y. Hu, “Efficient, high-quality force-directed graph drawing,” Mathe-

matica journal, vol. 10, no. 1, pp. 37–71, 2005.

[28] A. Guarracino, S. Heumos, S. Nahnsen, P. Prins, and E. Garrison, “Odgi:
understanding pangenome graphs,” Bioinformatics, vol. 38, no. 13, pp.
3319–3326, 2022.

[29] E. Garrison, A. Guarracino, S. Heumos, F. Villani, Z. Bao, L. Tattini,
J. Hagmann, S. Vorbrugg, S. Marco-Sola, C. Kubica, D. G. Ashbrook,
K. Thorell, R. L. Rusholme-Pilcher, G. Liti, E. Rudbeck, S. Nahnsen,
Z. Yang, M. N. Moses, F. L. Nobrega, Y. Wu, H. Chen, J. de Ligt,
P. H. Sudmant, N. Soranzo, V. Colonna, R. W. Williams, and P. Prins,
“Building pangenome graphs,” bioRxiv, pp. 2023–04, 2023.

[30] L. Community, “Perf: Linux profiling with performance counters,” https:
//github.com/torvalds/linux/tree/master/tools/perf, accessed: 2023-09-17.

[31] Intel, “Intel vtune profiler,” https://www.intel.com/content/www/us/en/
developer/tools/oneapi/vtune-profiler.html, accessed: 2023-09-17.

[32] B. Recht, C. Re, S. Wright, and F. Niu, “Hogwild!: A lock-free ap-
proach to parallelizing stochastic gradient descent,” Advances in neural

information processing systems, vol. 24, 2011.

[33] A. Yasin, “A top-down method for performance analysis and counters
architecture,” in 2014 IEEE International Symposium on Performance

Analysis of Systems and Software (ISPASS). IEEE, 2014, pp. 35–44.

[34] D. Blackman and S. Vigna, “Scrambled linear pseudorandom number
generators,” ACM Transactions on Mathematical Software (TOMS),
vol. 47, no. 4, pp. 1–32, 2021.

[35] A. Paszke, S. Gross, F. Massa, A. Lerer, J. Bradbury,
G. Chanan, T. Killeen, Z. Lin, N. Gimelshein, L. Antiga,
A. Desmaison, A. Kopf, E. Yang, Z. DeVito, M. Raison,
A. Tejani, S. Chilamkurthy, B. Steiner, L. Fang, J. Bai, and
S. Chintala, “Pytorch: An imperative style, high-performance deep
learning library,” in Advances in Neural Information Processing

Systems, H. Wallach, H. Larochelle, A. Beygelzimer, F. d'Alché-Buc,
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A. Buluç, L. Oliker, and K. Yelick, “Logan: High-performance gpu-

based x-drop long-read alignment,” in 2020 IEEE International Parallel

and Distributed Processing Symposium (IPDPS). IEEE, 2020, pp. 462–
471.

[60] A. Müller, B. Schmidt, R. Membarth, R. Leißa, and S. Hack, “Any-
seq/gpu: a novel approach for faster sequence alignment on gpus,” in
Proceedings of the 36th ACM International Conference on Supercom-

puting, 2022, pp. 1–11.
[61] M. G. Awan, S. Hofmeyr, R. Egan, N. Ding, A. Buluc, J. Deslippe,

L. Oliker, and K. Yelick, “Accelerating large scale de novo metagenome
assembly using gpus,” in Proceedings of the International Conference

for High Performance Computing, Networking, Storage and Analysis,
2021, pp. 1–11.
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