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ABSTRACT
This paper introduces MGX, a near-zero overhead memory protec-
tion scheme for hardware accelerators. MGX minimizes the per-
formance overhead of off-chip memory encryption and integrity
verification by exploiting the application-specific properties of the
accelerator execution. In particular, accelerators tend to explicitly
manage data movement between on-chip and off-chip memories.
Therefore, the general memory access pattern of an accelerator
can largely be determined for a given application. Exploiting these
characteristics, MGX generates version numbers used in memory
encryption and integrity verification using on-chip accelerator state
rather than storing them in the off-chip memory; it also customizes
the granularity of the memory protection to match the granularity
used by the accelerator. To demonstrate the efficacy of MGX, we
present an in-depth study of MGX for DNN and graph algorithms.
Experimental results show that on average, MGX lowers the per-
formance overhead of memory protection from 28% and 33% to 4%
and 5% for DNN and graph processing accelerators in a wide range
of benchmarks, respectively.
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1 INTRODUCTION
As the technology scaling slows down, computing systems are
increasingly relying on hardware accelerators to improve perfor-
mance and energy efficiency. For example, modern machine learn-
ing (ML) models such as deep neural networks (DNNs) are often
quite compute-intensive and increasingly run on hardware acceler-
ators [13, 40] for both performance and energy efficiency. Similarly,
hardware accelerators are widely used for other compute-intensive
workloads such as video decoding, signal processing, cryptographic
operations, genome assembly, etc. This paper proposes a novel off-
chip memory protection scheme for hardware accelerators, named
MGX (Memory Guard for Xelerators), using secure acceleration of
DNN and graph algorithms as the primary applications.

In many applications, the hardware accelerators may process
private or sensitive data, which need strong security protection.
For example, ML algorithms often require collecting, storing, and
processing a large amount of personal and potentially private data
from users to train a model. Moreover, due to its high computational
demand, both training and inference are often performed on a
remote server rather than a client device such as a smartphone,
implying that the private data and ML models may be exposed if
the server is compromised or malicious.

A promising approach to providing strong confidentiality and
integrity guarantees under untrusted environments is to create
a hardware-protected trusted execution environment (TEE), also
called an enclave as in Intel SGX [59]. The cryptographic protection
of off-chip memory represents an essential technology to enable
the hardware-protected TEE. The off-chip memory protection also
represents the main source of performance overhead in the tradi-
tional secure processor designs. For a general-purpose processor,
the memory protection schemes need to be able to handle any se-
quence of memory accesses to arbitrary memory locations, and
typically protect memory accesses at a cache-block granularity. In
secure processors, the counter-mode encryption is used to hide
decryption latency, where the counter value is typically a concate-
nation of the memory address and a version number (VN). The
version number is stored in memory and incremented on each
write of an encrypted block. To protect integrity of off-chip mem-
ory, a message authentication code (MAC) needs to be attached to
each cache block in memory. Moreover, the integrity verification re-
quires a tree of MACs to prevent replay attacks. Unfortunately, the
VN andMAC accesses can lead to non-trivial performance overhead
for memory-intensive workloads. In order to extend the TEE to
application-specific accelerators, we need a more efficient memory
protection scheme that can protect memory-intensive workloads
with low overhead.
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In this paper, we show that memory encryption and integrity ver-
ification can be performed with almost no performance overhead
for an accelerator by customizing protection to the accelerator-
specific memory access pattern. We make key observations that
the application-specific accelerators explicitly move data between
on- and off-chip memories following a relatively simple pattern
that is specific to an application, and that the off-chip data move-
ments usually use a granularity that is larger than a cache block.
The relatively simple and static memory access patterns imply that
version numbers can often be calculated from the on-chip state
without storing them in off-chip memory. The coarse-granularity
data movement suggests that the version numbers for memory en-
cryption and the MACs for integrity verification can be maintained
at a coarse granularity to reduce the overhead.

We study the memory access behaviors of DNN inference and
training as well as two representative graph algorithms, and show
how to determine the version numbers using the scheduling and the
state of the accelerator. By generating version numbers on-chip and
performing protection at an application-specific granularity, MGX
can eliminate most of overhead for off-chip memory protection; no
version number is stored in the off-chip memory, no integrity tree
is needed, and each MAC protects a large amount of data instead
of one cache block.

To evaluate the effectiveness of MGX for DNN accelerators,
we performed extensive experiments using cycle-level simulations
based on SCALE-Sim [69], an open-source DNN accelerator simu-
lator from ARM research. The overhead of applying MGX to both
DNN inference and training is less than 5% on the state-of-the-art
DNN models. For graph accelerator, we performed the experiments
using a combination of RTL and cycle-level simulations based on an
open-source graph accelerator [33]. The simulation results on two
important graph algorithms, PageRank and Breadth-first Search
(BFS), show that MGX can provide both memory encryption and
integrity verification with very low overhead.

This paper makes the following major contributions:

• We propose MGX, a near-zero overhead memory protec-
tion scheme for accelerators. MGX minimizes the perfor-
mance overhead of memory protection by assigning counter
values for data using on-chip state and performing coarse-
grained memory protection.

• We demonstrate the applicability of MGX by showing a
concrete implementation of MGX for DNNs and graph al-
gorithms and detailed analyses of a genome sequence align-
ment accelerator and an H.264 video decoder accelerator.

• We evaluate the secure accelerators with MGX and show
that the overhead is 3.2% and 4.7% for DNN inference and
training, and 5.1% and 4.9% for PageRank and BFS.

2 SECURE ACCELERATOR ARCHITECTURE
The goal of a secure accelerator is to protect the confidentiality
and the integrity of the state and data of the accelerator even in an
untrusted environment where the host software and the off-chip
memory cannot be trusted. For example, the secure DNN accelerator
aims to protect inputs, outputs, weights, and all intermediate results.

Figure 1 shows the threat model of the secure accelerator and
Table 1 summarizes the potential threats and the corresponding
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Figure 1: Secure accelerator architecture overview— The green
and red boxes represent trusted and untrusted components, respec-
tively.

Table 1: Threats and defense in the secure accelerator.
Threats Defense Mechanism

Unauthorized access by
privileged process on host CPU CPU Enclave Isolation using a CPU TEE

Shared access to
the off-chip memory

Off-chip Mem.
Protection

Memory encryption and integrity
verification with MGX

Side-channel attacks / Not considered
Corrupt the kernels running in
the accelerator Attestation Kernels are attested and running

on the on-chip control processor

Communication channel between
the host and the accelerator Key Exchange DHE key-exchange protocol

protection mechanisms. As shown in the figure, the hardware TCB
mainly includes the CPU TEE and the accelerator. The host proces-
sor is assumed to have a trustworthy TEE with a secure commu-
nication channel to the accelerator as in recent proposals for GPU
TEEs [82]. Following the typical threat model for secure processors,
we assume that the internal operations and state of an accelerator
cannot be directly observed or modified by an adversary through
physical attacks. The off-chip memory is assumed untrusted; the
secure accelerator needs memory protection to encrypt confidential
data and detect unauthorized changes in values stored in DRAM.We
do not consider side-channel attacks such as the memory address,
timing, and power side channels.

The accelerator-specific kernels are attested and then executed
on the trusted control processor of the accelerator. For external
communications, the accelerator needs to support a secure key-
exchange protocol to establish trust and securely communicate with
a remote user or a TEE. Specifically, the secure accelerator includes
a unique private key (SKAccel), embedded by a manufacturer. We
assume that a user obtains the corresponding public key using
a private key infrastructure as in Intel SGX or Trusted Platform
Modules (TPMs). The accelerator also provides remote attestation
using its private key so that a user can authenticate hardware, the
hash of firmware/configuration of the accelerator, the hash of the
application kernel, and the hash of the input and output data.

Our threat model is representative of the typical TEE threat
model and common for both the baseline memory protection and
MGX. In MGX, both a memory protection unit and an application
kernel that issues commands to the accelerator need to be trusted
for memory protection. The kernel also needs to be included in
remote attestation and protected by running on a control processor
inside an accelerator using on-chip memory. Note that software
inside a TEE such as the application kernel is already inside the



MGX: Near-Zero Overhead Memory Protection for Data-Intensive Accelerators ISCA ’22, June 18–22, 2022, New York, NY, USA

Secure
Root

CTR = (PA, VN)

AESKEnc

U

V

HKIV

MAC

DRAM

VNsEncrypted DataMACs

(a) Traditional protection.

Accel. state

CTR = (PA,VN)

AESKEnc

U

V

HKIV

MAC

Control
Processor

DRAM

MACs Encrypted Data

(b) Proposed protection.

Figure 2: Memory encryption and integrity verification.

TCB of a typical TEE; software inside the TEE is allowed to output
a secret.

To use the secure accelerator, a user sends a command to initiate
a new session, which will have the accelerator clear its internal
state, set a pair of new symmetric keys for encryption and integrity
verification, enable protection mechanisms, and establish a secure
(encrypted and authenticated) communication channel with the
user using a standard protocol such as an TLS. After initializa-
tion, a user sends an application kernel and user data through the
encrypted channel. The accelerator loads the data by decrypting
it with the communication key, and placing it in protected mem-
ory that is encrypted with the memory encryption key. Once the
execution is finished, the accelerator returns the encrypted results.

3 MGX: NEAR-ZERO OVERHEAD MEMORY
PROTECTION FOR ACCELERATOR

This section first describes state-of-the-art memory protection
scheme (i.e., memory encryption and integrity verification). Then,
we introduce the MGX scheme, which provides secure and low-
overhead memory protection by leveraging the regular and mostly
static memory access patterns of specialized accelerators. Finally,
we provide an example on tiled matrix multiplication to better
explain the proposed MGX scheme.

3.1 Memory Protection Basics
Memory Encryption. As shown in Figure 2(a), existing tech-
niques [25, 30, 72] typically use the counter-mode encryption (AES-
CTR) to hideAES latency. AES-CTR requires a non-repeating counter
value for each encryption under the same AES key. In a secure pro-
cessor, the counter value often consists of the physical memory
address (PA) of the data block that will be encrypted and a (per-
block) version number (VN) that is incremented on each memory
write. When a data block is written, the encryption engine incre-
ments the VN and then encrypts the data. When a data block is
read, the encryption engine retrieves the VN used for encryption
and then decrypts the block. Let KEnc,𝑈 , 𝑉 be the AES encryption
key, plaintext, and ciphertext, respectively. The AES encryption
can be formulated as 𝑉 = 𝑈 ⊕ AESKEnc (PA| |VN), where | | and ⊕
represent bit-field concatenation and XOR, respectively.

As general-purpose processors can have an arbitrary memory
access pattern, the VN for each cache block can be any value at a
given time. In order to determine the VN for a later read, a secure
processor needs to store the VNs in DRAM. To avoid re-using the
same counter value, the AES key needs to change once the VN
reaches its maximum, which implies that the size of the VN needs

to be large enough to avoid frequent re-encryption. For example,
Intel SGX [25] uses a 56-bit VN for each 64-byte data block, which
introduces 11% storage and bandwidth overhead. In general, the
VNs cannot fit on-chip and are stored in DRAM. As the VNs are
stored in the off-chip memory, the integrity and freshness of VNs
also need to be protected with MACs to ensure the confidentiality.

Integrity Verification. To prevent off-chip data from being al-
tered by an attacker, integrity verification cryptographically checks
if the value from DRAM is the most recent value written to the
address by the processor. For this purpose, a MAC of the data value,
the memory address, and the VN is computed and stored for each
data block on a write, and checked on a read from DRAM. How-
ever, only checking the MAC cannot guarantee the freshness of the
data; a replay attack can replace the data and the corresponding
VN and MAC in memory with stale values without being detected.
To defeat the replay attack, a Merkle tree (i.e., hash tree) [24] is
used to verify the MACs hierarchically in a way that the root of the
tree is stored on-chip. As shown in Figure 2(a), a state-of-the-art
method [66] uses a Merkle tree to protect the integrity of the VNs in
memory, and includes a VN in a MAC to ensure the freshness of
data. Let us denote the key, plaintext, and ciphertext as KIV,𝑈 ,𝑉 ,
respectively. The MAC of an encrypted data block can be calculated
as MAC = HKIV (𝑉 | |PA| |VN). The overhead of integrity verifica-
tion is nontrivial as it requires traversing the tree stored in DRAM.
To mitigate this overhead, recently verified MACs are stored in a
cache. However, caching is often not effective for data-intensive
applications such as large ML models. Moreover, the Merkle tree
poses a scalability challenge because its depth needs to increase
with the size of the protected memory.

Figure 3 shows the memory traffic overhead of applying the
traditional memory protection for DNN inference and training,
PageRank, and BFS. For all applications, the number of memory
accesses increases by at least 23.1% and over 49.2% in the worst case.
The average memory traffic overheads for DNN inference, DNN
training, PageRank, and BFS are 36.1%, 40.4%, 26.3%, and 25.6%.
Among the applications, DNN training is most heavily affected by
off-chip memory protection because it requires access to a large
amount of data. In addition, the memory traffic overhead of access-
ing the VNs can greatly exceed that of accessing the MAC, as it
requires a Merkle tree to verify the integrity of the VNs.

3.2 Intuition
The main overhead of memory protection comes from storing and
accessing VNs and MACs for protecting the confidentiality and
integrity of data and verifying the MACs for VNs hierarchically in
the off-chip memory. Because many accelerators such as DNN and
graph accelerators are often memory-intensive, these additional
meta-data accesses can lead to nontrivial performance overhead.We
propose to significantly reduce the memory protection overhead by
generating VNs without storing them in memory and customizing
the protection granularity based on the application-specificmemory
access pattern.

As customized for a particular application domain, specialized
accelerators tend to have more predictable and regular memory
access patterns compared to general-purpose CPUs. In particular,
both DNN inference and training can be scheduled statically based
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Figure 3: Breakdown of the memory traffic overhead intro-
duced by the traditional off-chip memory protection scheme
— MAC and VN represent the overhead incurred by accessing MACs
and VNs, respectively. Inf and Train stand for DNN inference and
training tasks, respectively. PR and BFS stand for PageRank and
Breadth-first Search, respectively.

on the network structure. For example, most popular deep learning
(DL) frameworks such as TensorFlow [3] adopt declarative program-
ming and lazy execution, where the DNN network is represented
as a data-flow graph (DFG). A DL framework (i.e., compiler) first
optimizes the DFG and then generates the scheduling of the com-
putations and the corresponding memory accesses based on the
optimized DFG before execution. Therefore, the DL compiler can
assign a VN for each memory access based on the schedule without
storing the VNs in memory.

Moreover, accelerators may have the same access pattern to a
large chunk of memory because they typically operate on blocks
of memory larger than cache lines. For example, DNNs write the
output feature maps of a layer to DRAM the same number of times
because each output feature map is generated following the same
schedule. As VNs reflect the maximum number of writes to the
corresponding memory block, this regular memory access pattern
means that we only need one VN for all the output features of a
layer or a tile. If a DNN accelerator only writes the output features
to DRAM once per layer (i.e., no tiling), MGX can simply use the
layer number as part of the VN. In addition to DNN accelerators,
most graph accelerators update the attributes associated with each
vertex the same number of times (e.g., mostly once) in each iteration.
In that case, the attribute values of vertices can also share the same
VN value.

3.3 MGX Scheme
A specialized accelerator typically has an on-chip control processor
that receives the statically compiled kernel (i.e., the accelerator-
specific executable/binary) and is responsible for executing the
kernel, orchestrating the functional units of the accelerator, and
keeping track of the state of the accelerator. For example, the BFS
algorithm can be considered as a kernel for graph accelerators. In
our MGX design, as shown in Figure 2(b), the VNs for reading
and writing memory blocks are generated by the kernel running
on the trusted on-chip control processor, rather than being stored
in memory. The application kernel can assign VNs for memory
writes based on the scheduling of compute/memory operations and
accelerator state. We found that the kernel only needs to maintain

an on-chip state to generate VNs, given an application-specific and
coarse-grained nature of accelerator memory accesses. For memory
writes, the kernel ensures that the VN is greater than the last-used
VN value for the memory location so that the same VN value is
never reused for encrypting a memory block. For memory reads,
the kernel on the control processor regenerates the VN value used
for the most recent write to the same address by using the on-chip
state to ensure proper decryption.

In the DNN accelerator, a kernel on the control processor im-
plements a full DNN model, and VNs are computed inside the
accelerator without any off-chip communications. However, de-
pending on the complexity of the application, an accelerator may
rely more on the host CPU to determine which operations to run.
In such cases, the scheduling software in the host CPU TEE can
provide additional state to determine VNs when issuing commands
to an accelerator control processor. Note that the VN values can
be public because the security of the AES-CTR encryption and the
MAC only depends on the integrity, not the confidentiality, of VNs.

It is worth noting that MGX does not require static or sequential
memory access patterns to generate VNs. Reads do not affect the
VNs no matter how irregular they are. Writes can also happen in an
arbitrary order using one VN value as long as they occur once per
each address. If needed, the control processor can keep additional
state for VNs.

Once the VN is determined, the encryption (Enc) engine can de-
crypt/encrypt each 128-bit data block using the standard AES-CTR
method for memory encryption. As VNs no longer need to be stored
in DRAM, the integrity protection tree for VNs also becomes unnec-
essary, greatly reducing off-chip accesses. For integrity protection,
MACs still need to be stored in memory. We propose to further
reduce the overhead by customizing the size of a memory block
that each MAC protects to match the data movement granularity of
the accelerator. For example, the CHaiDNN accelerator [89] from
Xilinx reads a 512-byte chunk from memory at a time. Using a
64-bit MAC for each 512-byte data block significantly reduces the
bandwidth overhead for integrity protection.

Figure 4(a) shows an example of tiled matrix multiplication
(MatMul), where two matrices 𝐴 and 𝐵 are blocked into two and
four tiles, respectively. According to the scheduling shown in Algo-
rithm 4(b), the partial results of 𝐶1 and 𝐶2 are first computed; then
the final results are obtained by summing the partial results. We as-
sume that 𝐴 and 𝐵 are previously written to off-chip memory with
VN value 𝑛. Since 𝐴 and 𝐵 are read-only during the computation,
the MatMul kernel uses 𝑛 as the VN for reading tiles of 𝐴 and 𝐵, as
shown in Figure 4(c). In the first two iterations (i.e., iteration 1 and
2 in Figure 4(a), the accelerator writes the partial results of 𝐶1 and
𝐶2 to DRAM with an incremented VN value 𝑛 + 1. The VN value
for 𝐶1 and 𝐶2 needs to be incremented as the memory locations
can be reused. Since 𝐶1 and 𝐶2 occupy different memory locations
in the off-chip memory under this specific scheduling, the MatMul
kernel can assign the same VN value 𝑛 + 1 for both tiles. For the
last two rounds, the MatMul kernel first reads the partial results
of 𝐶1 and 𝐶2 with VN value 𝑛 + 1, which is the VN value used to
write them. Then, the kernel increments the VN and write the final
results of 𝐶1 and 𝐶2 with VN value 𝑛 + 2. The kernel keeps track
of the VN for each matrix (or each tile) in its program state (i.e.,
VN[A], VN[B], VN[𝐶1], and VN[𝐶2].)
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Figure 4: Illustration of the VN generation scheme for the tiled MatMul example given a specific scheduling.

3.4 Security Analysis
Encryption – MGX uses the same AES counter-mode encryp-
tion that is used by the traditional memory encryption scheme for
processors. The only difference between MGX and the traditional
scheme is that the VN in MGX is determined/generated by the
scheduler based on the accelerator state, rather than being stored in
off-chip memory. As long as the version number generator guaran-
tees that the VN is unique for eachwrite to a givenmemory location,
the counter value, which is a concatenation of the memory address
and the version number, is different for each encryption. Therefore,
the security of the memory encryption in MGX can be reduced to
the AES counter-mode encryption, which is one of the approved
modes of operation [19, 55]. Note that using one VN for multiple
memory locations does not sacrifice security because the counter
value to a block cipher in the counter mode includes a memory
address in addition to a VN.

Integrity Verification – MGX uses a MAC to protect the in-
tegrity of data in memory. The MAC includes the address and the
VN in addition to data. ThisMAC construction is identical to the one
that is used in the traditional integrity verification scheme (shown
in Figure 2(a)), and protects against replay, relocation, and substitu-
tion attacks [60], as long as the version numbers are unique for each
write to a location. In the traditional scheme, the version numbers
need to be protected separately using a Merkle tree because they
are stored in off-chip memory. In MGX, version numbers cannot
be tampered by an attacker because they are generated on-chip.
Also, MGX requires the scheduler to generate VNs in a way that
a VN value is only used at most once for a write to each memory
location. Thus, the integrity protection in MGX can be reduced to
that of the chosen keyed-hash function.

4 MGX FOR DNN ACCELERATION
This section introduces the background on DNNs, the workflow
of DNN acceleration, and discusses how MGX can be applied to
enable efficient memory encryption and integrity verification for
secure DNN computation.

4.1 Background on DNNs
DNNs mainly consist of convolutional (conv), dense, normalization,
activation, and pooling layers. The DNN inference is usually exe-
cuted in a layer-by-layer fashion, where each layer takes either an
external input (e.g., the first layer) or input features generated by
the previous layer(s) to produce output features for the subsequent
layer(s). For each conv/dense layer, the DNN accelerator fetches
the input features (x) and weights (w) from DRAM, generates the
output features (y) by computing y = w ∗ x, and stores the output
features back to DRAM. The DNN inference finishes after executing
the last layer and generates a prediction.

One iteration of DNN training consists of a forward propaga-
tion and a backpropagation. The forward pass is the same as the
inference except that training requires computing the loss and the
intermediate features need to be saved. After the loss is calculated,
it is propagated in a backward manner through the entire network.
For each layer, the DNN accelerator fetches the gradients from the
subsequent layer (gy), reads input features (x) and weights (w) from
off-chip memory, computes the gradients with respect to (w.r.t) the
input features (gx = gy ∗ x) and weights (gw = gy ∗ w), updates
the weights by calculating w += −𝛼 · gw, where 𝛼 is the learning
rate, and stores gx to the DRAM. The gradients w.r.t the inputs (gx)
are used as the output gradients (gy) for the previous layer. The
backpropagation continues until reaching the first layer.

4.2 Workflow of Secure DNN Acceleration
As depicted in Figure 5, we can break down the workflow of DNN
acceleration into four steps. 1○ A user sends the private input and
compiled kernel (i.e., DNN executable for the inference/training
task) to the CPU enclave. We assume that the inference/training
job is statically compiled into an accelerator-specific kernel by the
user in the offline phase using a DNN compiler such as PyTorch
Glow [67] and TVM [11]. Alternatively, the DNN compiler can be
executed within the CPU TEE. Since memory-related optimizations,
such as instruction scheduling and static memory allocation, are
performed at compilation time, all memory accesses are determined
prior to execution. 2○ The CPU TEE processes inputs (e.g., data
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Figure 6: Counter construction for DNN features, weights,
and gradients.

augmentation for image data) and then forward the processed data
and the kernel to the DNN accelerator.

3○ The on-chip control processor executes the kernel. For ac-
celerators that support high-level functions (e.g., convolution and
pooling) such as TPU-v1 [40], TVM-VTA [62], and CHaiDNN [89],
the high-level functions in the kernel can issuemultiple low-level in-
structions to functional units. For example, the MatMul instruction
is executed by the matrix multiplication array on the accelerator.
The control processor is also responsible for providing the VN val-
ues for memory reads and writes required by each instruction. For
example, the convolution function in some accelerators is imple-
mented as a nested for loop, where the inner loop computes the
partial results of different tiles of the output features and the outer
loop accumulates the partial results to obtain the final results of the
output features. Similar to the MatMul example discussed in Sec-
tion 3.3, the kernel code provides the VN values for each tile in the
inner loop of the function. 4○ Finally, the functional unit performs
the DNN computation specified by the low-level instructions.

4.3 Version Number Generation for DNNs
This subsection describes the MGX scheme for DNN inference and
training, focusing on how VNs can be determined by the DNN
kernel on the control processor. Figure 6 shows how the counter
values are constructed for DNN memory protection in MGX. Each
counter value includes the address of the memory block being
encrypted/decrypted and a 64-bit VN, and is used as the input to
AES-CTR encryption. Note that using one VN for multiple memory
locations does not sacrifice security because the counter value
includes a memory address. The VNs are constructed differently
for accessing three different types of data: features, weights, and
gradients, ensuring that the counter values are unique for each
encryption and are never reused.
DNN Inference – During DNN inference, the accelerator reads
the feature maps of the previous layer as the input, performs the
computation, and then produces the output feature maps of the
current layer. The feature maps of each layer are written to off-chip
memory the same number of times, regardless of the scheduling of
the accelerator. Therefore, we can keep one unique VN value for

the feature maps of each layer (VNF). When writing new feature
maps generated from a DNN layer, the DNN kernel increments the
maximum VNF used before and assign this new value as the VNF
for these feature maps. In the case that the feature maps are written
exactly once at the end of each layer, the DNN kernel can assign
VNF for the feature maps based on the layer number. For example,
the feature maps of the 𝑖𝑡ℎ layer have a VNF value of 𝑖 concatenated
with the input count.

If optimizations such as loop reordering and tiling are employed
in DNN kernels, the output feature maps can be written to DRAM
multiple times within a layer, requiring the VNF increment multiple
times within a layer (e.g., the VN for the output matrix is incre-
mented twice in the tiled MatMul example). In this case, the DNN
kernel can maintain VNF in its program state and keeps track of
the VN values associated with the feature maps of each layer in the
network. As the VNF used for writing each feature map is generated
by the DNN kernel on the control processor, the DNN kernel can
also provide the VNF for reading feature maps based on its program
state. Once the VNF is generated for the feature map, the memory
protection unit receives the VNF value from the control processor
and encrypts/decrypts the feature map using the specified value.

As illustrated in Figure 7(a), the DNN kernel can generate VNF
for the output feature maps𝑦, even if𝑦 is written to DRAM as many
times as the number of tiles. In this specific case, Algorithm 7(b)
provides the pseudocode of the augmented convolution function
running on the control processor for setting the VNs for memory
reads and writes. The VN for the input feature maps 𝑥 (VNF [𝑥])
remains constant (e.g., 𝑛) as 𝑥 is read-only within the layer. Here,
𝑛 simply represents the VN for the input feature maps at the be-
ginning of a layer. In the first iteration, the kernel assigns 𝑛 + 1 as
the VN value for the output feature maps 𝑦 (VNF [𝑦]) and writes 𝑦
with that VN value. Then, for the rest of the 𝑡 − 1 iterations, the
kernel reads 𝑦 with the current VNF [𝑦] value, increments VNF [𝑦],
and writes the updated 𝑦 with the new VNF [𝑦] value. Assuming
that 𝑦 is written to off-chip memory 𝑡 times, the final VN value
associated with 𝑦 should be 𝑛 + 𝑡 . Similarly, the VNs for feature
maps across different DNN layers can also be determined easily by
the kernel. Figure 8(a) shows the computational graph (i.e., DFG)
of the forward propagation of a residual block, which is a widely
used structure in many modern DNNs [28, 31]. Suppose each conv
layer (𝐿1, 𝐿2, 𝐿3) and the element-wise addition layer (𝐿4) write
their output to DRAM 𝑡1, 𝑡2, 𝑡3, and 𝑡4 times, respectively. The DNN
kernel can compute the VN for each feature map in the residual
block based on the scheduling as VNF [𝑥𝑖 ] = 𝑛 +∑𝑖

𝑘=1 𝑡𝑘 , where 𝑛 is
the VN for the input features to the residual block. The VN value of
the output features is incremented for different layers to guarantee
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(a) VNs for a tiled conv layer — As the
input features 𝑥 are partitioned into 𝑡
tiles, the output features 𝑦 needs to be
written to DRAM 𝑡 times. The control
processor sets the VNs for input and
output features based on the schedul-
ing.

Input : Input 𝑥 & weight 𝑤
Output :Output 𝑦

8 Init.: VNF [𝑦 ] = VNF [𝑥 ] = 𝑛

9 for 𝑖 = 1; 𝑖 ≤ 𝑡 ; 𝑖 += 1 do
10 Read(𝑥𝑡 , VNF [𝑥 ])
11 if 𝑖 > 1 then
12 Read(𝑦, VNF [𝑦 ])
13 end
14 𝑦 += 𝑤𝑡 ∗ 𝑥𝑡
15 VNF [𝑦 ] += 1
16 Write(𝑦, VNF [𝑦 ])
17 end

(b) Pseudocode of a conv
layer showing how to gener-
ate VNs for DRAM accesses —
Read/Write reads and writes
the features using the speci-
fied VN value.

Figure 7: Illustration of the VN generation scheme for a tiled
convolutional layer.

that the same counter value is never reused, even though output
features from different layers can exist in memory at the same time.

The weights are read-only during inference. Therefore, we can
use a constant as the VN for the weights until they are updated.
To allow updating weights, the DNN kernel tracks VNW in its
program state and keeps track of the number of updates (writes) to
the weights.

Note that VNF and VNW are all kept as part of the program
state in the trusted control processor, and there is no VN stored
in external memory. For simplicity, the kernel can maintain one
VNF for the output features of each layer and one VNW for the
entire network. In this implementation, a 127-layer DNN uses 1 KB
on-chip state for VNs. The size of the on-chip state can be reduced
by only tracking the non-consumed features (i.e., the features will
be used as the input to later layers) or leveraging the network
structure statically known to the kernel. For example, the VN for
output features can be determined from one counter that keeps the
number of inputs processed and the layer number. For the 64-bit VN
in our design, an accelerator with a throughput of 1,000 inputs per
second for a 1,000-layer DNN can run for 0.28 million years before
an overflow. If an overflow happens, MGX requires the memory to
be re-encrypted with a new key.
DNN Training – One iteration of training consists of a forward
propagation and a backpropagation. The forward propagation is the
same as inference except that all intermediate features are saved,
and can use the VN generation strategy for inference. Here, we
describe the VN generation for the backpropagation. Each layer
first computes the gradients flowing to the previous layer using
the gradients flowing into current layer and the associated weights.
Then, the layer’s weights are updated using the incoming gradients
and the saved features.

VNs are constructed in the same way as in the inference. The
backpropagation only adds additional feature reads and does not
affect the VN generation for features. The VNs for weights still use
VNW as all weights are updated the same number of times. However,
VNW are incremented more frequently, where VNW tracks the

(a) Forward propagation.

(b) Backpropagation.

Figure 8: The VN generation scheme for the forward and
backward passes of a residual block — Blue values represent
the VN associated with the feature maps (𝑥) and the gradients (𝑔).
Broadcast and element-wise addition operations in forward pass
become the element-wise addition and broadcast operations in back-
propagation after differentiation, respectively.

number of updates to the weights, where the weights are updated
exactly once during backpropagation. Gradients in backward pass
correspond to the feature maps in forward pass. As illustrated in
Figure 8(b), the VNs for gradients can be computed in a way similar
to computing the VNs for feature maps. In addition to VNF and
VNW, the control processor also needs to keep track of the VN of the
gradients (VNG) associated with each layer. It is worth noting that
broadcast (𝐿0) and element-wise addition (𝐿4) operations in forward
pass become the element-wise addition and broadcast operations in
backpropagation, respectively. Assuming that the 𝑖𝑡ℎ layer writes
its output to DRAM 𝑡 ′

𝑖
times, the VN for each gradient tensor can

be written as shown in Figure 8(b), where𝑚 is the VN value for the
input gradients (𝑔0) of the residual block.

5 MGX FOR GRAPH PROCESSING
This section provides background on graph processing and dis-
cusses how MGX can be applied to graph accelerators for different
graph algorithms, such as PageRank and Breadth-First Search (BFS).

5.1 Background on Graph Algorithms
Graphs represent a popular way to encode connections in many
important applications including social networks, electrical grid,
circuits, etc. At the same time, processing large graphs requires
high performance. To achieve high performance and low power,
many ASIC/FPGA accelerators are proposed for graph processing.

In this work, we focus on the GraphBLAS formulation [42],
where key graph processing operations (e.g., traversals, shortest
path) are formulated as sparse linear algebra operations such as
sparse-matrix dense-vector multiplications (SpMV). GraphBLAS
extends the expressiveness of linear algebra in representing graph
operations by leveraging the concept of semiring. A semiring is
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Figure 9: Example graph of PageRank algorithm — The sparse
adjacency matrix encodes the graph topology, where each cell rep-
resents the weight between the two connected vertices. The rank
vector represents the current value of the attributes associated with
each vertex whereas the updated rank vector holds the attribute
values for the next iteration.

defined as a 5-tuple (D, ⊗, ⊕, 𝐼⊗, 𝐼⊕), where D is a set, ⊗ is a scalar
multiplication operation, ⊕ is a scalar addition operation, 𝐼⊗ is the
identity of ⊗, and 𝐼⊕ is the identity of ⊕. The matrix operations
on a semiring can correspond to a step in many different graph
algorithms, depending on specific operators used in that semiring.
For example, PageRank, BFS, and single-source shortest path (SSSP)
can be expressed using the following semirings:

• PageRank: (R, ×, +, 1, 0)
• BFS: (Boolean, &, |, 1, 0)
• SSSP: (R ∪∞, +, min, 0,∞)

Given the expressiveness and the flexibility of GraphBLAS, an
ASIC/FPGA accelerator designed with the GraphBLAS program-
ming interface can be used to execute a rich set of graph algorithms,
whereas many existing graph processing accelerators are designed
to accelerate one specific graph algorithm such as PageRank and
BFS [93, 95]. Therefore, we investigate the applicability of MGX
with a focus on GraphBLAS-based graph processing accelerators.

GraphBLAS represents the topology of a graph (i.e., the con-
nectivity between vertices) as a sparse adjacency matrix and the
attributes associated with vertices as a sparse or dense vector. Fig-
ure 9 provides an example for the presentation of the graph topology
and attribute values (i.e., the ranks of vertices) in PageRank using
GraphBLAS. The graph topology is encoded with the adjacency
matrix, where each non-empty cell represents the weight between
the two connected vertices. The rank vector contains the current
attribute values associated with the vertices. Then, PageRank algo-
rithm can be expressed as an SpMV operation between the sparse
adjacency matrix and the dense rank vector. The resulting updated
rank vector remains in a dense format and will be used as the rank
vector for the next iteration.

5.2 Version Number Generation for GraphBLAS
MGX is also applicable to graph processing accelerators. Here we
discuss how to apply MGX to a GraphBLAS-based accelerator using
the PageRank algorithm as an example.While our discussionmainly
focuses on PageRank, MGX can also be applied to other graph
algorithms supported by GraphBLAS.

PageRank is an iterative algorithm, which computes the rank
of each vertex by calculating the likelihood of that vertex being
reached. There are three main data structures to store a graph in
PageRank — a sparse adjacency matrix, a dense rank vector, and a
dense updated rank vector. The sparse adjacency matrix stores all
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Figure 10: The scheduling of a graph accelerator.

edges in a graph, which is represented as a tuple of the IDs of the
source and destination vertices. Due to the sparsity of the graph, the
adjacency matrix is usually stored in a compressed sparse format
to eliminate redundant memory accesses. Both rank and updated
rank vectors are stored in dense format. Each entry in the three
data structures typically occupies 4 bytes in memory and each data
structure can have several to thousands of millions of entries in
real-world graphs [16, 32, 46].

In each iteration of PageRank, the graph processing accelerator
needs to update the attribute values of all vertices (i.e., calculate
the updated rank vector). GraphBLAS-based accelerators typically
use the scheduling as depicted in Figure 10. The graph processing
accelerator computes the updated rank vector for a subset of ver-
tices (e.g., {𝐴, 𝐵,𝐶, 𝐷}) at a time and generates the updated rank
vector for all vertices in a sequential manner. When calculating the
updated rank for a subset of destination vertices (e.g., {𝐴, 𝐵,𝐶, 𝐷}),
the accelerator accesses a tile of the sparse adjacency matrix be-
tween these destination vertices and a subset of source vertices
(e.g., 2𝑛𝑑 tile) and the corresponding rank vector (e.g., the rank
{𝐸, 𝐹,𝐺, 𝐻 }) to get the partial result of the updated rank vector.
After processing all tiles, the final results of the updated ranks for
the subset of destination vertices are obtained.

In PagePank, the sparse adjacency matrix is read-only and read
sequentially as the adjacency matrix is stored in a sparse format. In
addition, the adjacency matrix remains unchanged across different
iterations of PageRank. Thus, MGX can assign a constant VN value
for the adjacency matrix. However, the size of the sparse adjacency
matrix in each tile differs because each destination vertex may be
connected to an arbitrary set of source vertices. For example, in
Figure 10, the first, second, and third tiles contains six, five, and
four edges, respectively. Because the sparse adjacency matrix needs
to be read with an irregular block size, integrity verification for the
adjacency matrix must be in a fine granularity to avoid unnecessary
memory reads. For example, an accelerator may read/write 64-byte
chunk of the adjacency matrix at a time, and have a MAC for each
chunk.

Instead, MGX can calculate the coarse-grained MAC exploiting
the fixed scheduling of the graph processing accelerator. As the
sparse adjacency matrix remains unchanged, the accelerator parti-
tions the sparse adjacency matrix in the same way across different
iterations. Therefore, MGX can protect the confidentiality and in-
tegrity of the sparse adjacency matrix at the tile level, where all
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Figure 11: The block diagram of the cycle-level simulator for
the secure accelerators.

elements in the same tile can be protected using a single MAC. The
rank vector is also read-only and read sequentially during each
iteration, only requiring one VN per graph. Each tile of the up-
dated rank vector is written sequentially and will be written to the
off-chip memory for the same number of times, which also only
requires one VN per graph. Therefore, the kernel on the control
processor only needs to track the number of executed iterations
(Iter) of PageRank to calculate VNs, thus requiring only 64-bit addi-
tional on-chip state. Specifically, (Iter − 1) is used as the VN when
reading a tile of the rank vector and Iter is used as the VN when
writing a tile of the updated rank vector. With MGX, the VN can
be computed without off-chip memory accesses, eliminating the
overhead of memory encryption. MACs can be calculated at coarse
granularity to reduce the overhead of integrity verification. Since
BFS uses the same SpMV operation as PageRank, the VN generation
scheme remains the same and only one Iter counter is added to the
accelerator state.

In addition to the SpMV operation adopted in PageRank, sparse-
matrix sparse-vector multiplication (SpMSpV) is another important
linear algebra operation in GraphBLAS. Compared with SpMV, the
only difference is that the SpMSpV operation reads the attribute
values associated with the vertices randomly instead of sequen-
tially. MGX can still use the same VN generation scheme for all
data structures and the same MAC granularity for the adjacency
matrix and the vector with updated attribute values, as in SpMV.
However, the vector holding the current attribute values requires a
fine-grained MAC. In this case, MGX can still greatly reduce the
overhead of off-chip memory protection.

6 EVALUATION
6.1 Accelerator and Simulation Setup
For DNN acceleration, we use cycle-level simulations to (1) compare
the performance overhead of multiple memory protection schemes,
(2) study the overhead for a larger class of DNN models, and (3)
evaluate the overhead for DNN inference and training. Specifically,
we use SCALE-Sim [69], an open-source cycle-level DNN acceler-
ator simulator from ARM research. For graph processing, we use
a combination of RTL and cycle-level simulation to compare the
performance overhead of different memory protection schemes.
In particular, we use GraphLily [33], an open-source GraphBLAS
accelerator written in HLS.

As shown in Figure 11, both simulation setups have three main
components — an accelerator, a memory protection simulator, and

off-chip memory. The DNN accelerators are simulated in a cycle-
level DNN simulator (i.e., SCALE-sim) to generate a trace of compu-
tation and memory events. The HLS graph processing accelerator
(i.e., GraphLily) is first synthesized into RTL design. We then use
RTL simulation to obtain the trace of computation and memory
events. After the memory traces are obtained, a memory protection
simulator uses the event trace to calculate the total execution time
and the bandwidth usage by simulating protection mechanisms and
DRAM accesses. The memory accesses are simulated using Ramu-
lator [44] DDR4 at 2400MHz. The performance of the accelerator is
maximized when the memory bandwidth matches the computation
throughput, which means the accelerator is neither compute nor
memory bounded. Finally, a performance evaluator generates the
final performance based on the timing of computation and new
memory events (including additional memory events from memory
protection).
Accelerator Configurations – To evaluate the MGX for a DNN
accelerator under different use cases, we model a large and a small
configurations, namely Cloud and Edge, for cloud and edge comput-
ing, respectively. Cloud is modeled based on Google TPU-v1 [40]
and Edge uses a similar configuration as the Samsung Neural Pro-
cessing Unit [18]. Specifically, Cloud and Edge contain 64k and
1k processing elements (i.e., MAC units) and 24 MB and 4.5 MB
on-chip memory, running at 700 MHz and 900 MHz, respectively.
To balance computation and memory bandwidth, we simulate one
64-bit DDR channel for Edge and four 64-bit DDR channels for
Cloud. The size of the protected memory is 16 GB. For the graph
accelerator, we simply adopt the original design of the GraphLily
accelerator. The clock frequency of the graph accelerator is assumed
to be 800 MHz. We simulate four 64-bit DDR channels at 2400 MHz
to provide enough bandwidth.
Benchmarks – For the DNN accelerator, we evaluate MGX on a va-
riety of DNN architectures —AlexNet, VGG, GoogleNet, and ResNet
for image classification and BERT (i.e., Transformer encoder) for
language pretraining, and DLRM for personalized recommendation.
For each DNN model, we simulate both inference (forward propa-
gation) and training (forward propagation and backpropagation) of
the network. The weight update during training is not emulated as
no similar operation is available in SCALE-Sim.

For the graph accelerator, we validate the effectiveness of MGX
on two widely-used graph algorithms: PageRank and BFS. Both
algorithms are executed using the SpMV engine in GraphLily. We
perform PageRank and BFS on six existing graph benchmarks, in-
cluding Google-plus, pokec, livejournal, and reddit from the Stan-
ford Network Analysis Project [53] and ogbl-ppa and obgn-products
from the Open Graph Benchmark [32]. Google-plus, pokec and live-
journal are social network graphs. reddit is composed of posts from
the Reddit forum. ogbl-ppa and obgn-products are two large graph
datasets containing 576K and 2449K vertices and 42M and 124M
edges, respectively.
Memory Protection – We implement the recent memory encryp-
tion engine (MEE) design from Intel [25] as the baseline memory
encryption. This baseline uses a multi-level 8-ary Merkle tree with
56-bit VNs and MACs, and works at a 64-byte granularity. Simi-
larly, for integrity verification, we implemented the baseline that
uses one MAC for each 64-byte block. Because the DNN accelera-
tor has a largely streaming memory access pattern, increasing the
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Figure 12: The memory traffic increase of DNN inference and
training.

VN/MAC cache does not help unless it is big enough to capture
temporal locality across layers. In our experiments, we include a
reasonably large (32-KB) on-chip cache for VNs and MACs in the
baseline scheme. The VN/MAC cache uses the LRU replacement
policy with write-back and write-allocate policies. MGX has no
cache for VNs and MACs, and protects the integrity using a MAC
per 512-byte block for most applications, amortizing the overhead
of memory protection over a large chunk of data. It is worth noting
that the MAC granularity of the embedded tables in DLRM is still
64-byte, as fine-grained access to the embedded tables is required.

6.2 Experimental Results
Performance –We compare the accelerator performance for three
different protection schemes: no protection (NP), today’s baseline
memory protection (BP), and MGX. The results for BP and MGX
are normalized to the one with no protection.

Figure 12 compares the memory traffic increase of two DNN
accelerator configurations with MGX and BP — Cloud-MGX, Cloud-
BP, Edge-MGX, Edge-BP. Cloud-BP and Edge-BP introduce 36.0%
and 36.3% more memory accesses on average for inference, respec-
tively. In particular, the inference of the recommendation model
(i.e., DLRM) increases the memory traffic by 55%. For training,
the average increases in memory accesses are 37.8% and 42.9% for
Cloud-BP and Edge-BP. The memory traffic increase is larger for
training because the training process accesses more data and has
more frequent cache evictions in the VN/MAC cache. Cloud-MGX
and Edge-MGX increase the memory traffic by an average of 2.4%
and 2.4% for inference and 2.7% and 3.5% for training, respectively.
The results demonstrate the advantage of the MGX, which removes
VNs stored in DRAM and uses a MAC per 512-byte data block to
match the accelerator’s data movement granularity.

Figure 13 shows the performance of the baseline protection and
MGX. Cloud-BP and Edge-BP are 1.24× and 1.32× slower than no
protection on average for inference and training. For the cloud
and edge accelerators, MGX achieves a much smaller performance
overhead than BP; the average overhead is 3.2% for inference and
4.7% for training. To better understand the contribution of each
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Figure 13: The normalized execution time of the DNN infer-
ence and training on different networks models.
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Figure 14: The memory traffic increase and the normalized
execution time of PageRank (PR) and BFS.

optimization to the overhead reduction, we include the results of
two MGX variants, MGXVN and MGXMAC, which use only one op-
timization: on-chip VN generation or coarse-grained MAC. MGXVN
is 1.08× and 1.12× slower than no protection on average for infer-
ence and training. MGXMAC has a higher overhead than MGXVN,
on average 1.16× and 1.20× slower than no protection for inference
and training. This result shows that both on-chip VN generation
and coarse-grained MAC are important in reducing the overhead
of off-chip memory protection.

For the graph accelerator, we compare the memory traffic in-
crease and execution time of PageRank and BFS with MGX and BP
— PageRank-MGX, PageRank-BP, BFS-MGX, and BFS-BP. As shown
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in Figure 14(a), PageRank-BP and BFS-BP introduce 26.3% and 25.6%
more memory accesses on average, respectively. MGX only adds
1.5% and 1.4% additional memory accesses for PageRank and BFS,
respectively. Compared to BP, MGX is able to significantly reduce
the meta-data memory accesses, demonstrating the effectiveness
of VN generation and coarse-grained MAC.

Figure 14(b) compares the performance of the baseline protec-
tion and MGX for PageRank and BFS. BP leads to a significant
slowdown for both PageRank and BFS. For PageRank and BFS, the
maximum slowdown due to BP is 1.42× and 1.39×, respectively. In
contrast, MGX introduces only the maximum overhead of 5.2% for
both graph algorithms. Across all benchmarks, BP and MGX have
average performance overhead of 32.7% and 5.0%. In addition, the
average performance overheads of MGXVN and MGXMAC are 9.4%
and 18.0% across all benchmarks.

6.3 Case Study on Existing Accelerators
To show how MGX can be applied to existing DNN accelerators,
we study CHaiDNN [89], which is an open-source DNN accelerator
from Xilinx. CHaiDNN has a relatively simple accelerator interface,
which only supports three high-level operations including Convolu-
tion, Deconvolution, and Pooling. Activation functions are merged
with high-level operations to avoid unnecessary DRAM access and
to maximize performance. Because of the high abstraction level of
CHaiDNN, a deep neural network like AlexNet can be expressed in
less than 20 instructions.

In order to equip CHaiDNN accelerator with MGX, we can im-
plement the MGX scheme using a microcontroller for generating
and managing version numbers. Each CHaiDNN instruction can
be treated as a DNN layer. For each layer, the microcontroller as-
signs a VN value to all output features belonging to that layer
and keeps track of the VN values in the on-chip VN table (i.e.,
the microcontroller’s SRAM memory). The VN table also needs
to have two counters for weights and inputs as described in Sec-
tion 4.3. In addition to the microcontroller, we also need to add
AES Galois/Counter Mode (AES-GCM) cores [52] for both mem-
ory encryption and integrity verification. As the DNN accelerators
typically have large processing element arrays and on-chip buffer,
the overhead of adding microcontroller and AES-GCM cores is
expected to be modest.

7 DISCUSSION
In this section, we discuss two additional cases to show MGX is
also applicable to other accelerators such as genome alignment and
video decoding. In addition, we also show that MGX can be applied
to DNNs with static and even dynamic pruning techniques.

7.1 Applicability of MGX
Genome Alignment –We consider the off-chip memory protec-
tion for Darwin [81], which is an accelerator for genome assembly.

While Darwin also relies on a CPU to perform certain initializa-
tion operations and control the hardware acceleration, we assume
that the CPU and its communications with Darwin are protected
separately with a secure computing technology (e.g., Intel SGX)
and focus on protecting memory accesses for the accelerators in
this discussion.
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Figure 15: Block diagram of Darwin accelerator.
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Figure 15 shows the components and data accesses in Darwin.
Darwin consists of two hardware-accelerated parts, D-SOFT and
GACT, which use five types of data in off-chip memory: reference
sequences, a seed-pointer table, a position table, query sequences
and traceback pointers. During initialization for a reference-assisted
assembly, the reference sequence, the seed-pointer table, and the
position table are loaded (written) into memory once by a CPU;
these are later only read by the accelerator. Therefore, the version
number for these three data structures can be obtained simply from
a counter in the on-chip state of the accelerator, which increments
on each new genome assembly (CTRgenome).

After initialization, the CPU loads a batch of query sequences
into memory and runs D-SOFT and GACT on the accelerator for
each query in the batch. D-SOFT generates a filtered list of can-
didate positions from seeds in the query that hit in the reference
sequence. These are passed on to GACT arrays as tiles for extension
i.e. alignment. During these processes, the seed pointer & position
tables, and the query & reference sequences are all only read by the
accelerator. The output consists of GACT arrays writing traceback
pointers for each tile sequentially into the memory. Hence, for the
query sequences and traceback pointers, we can keep a counter
in the accelerator state that increments for each new query batch
(CTRquery), and use the concatenation of CTRgenome and CTRquery
as the version number. The traceback pointers are later processed
by the software to construct aligned reads.

The GACT part of Darwin is available as open-source RTL,
whereas D-SOFT is available as software. We evaluate the per-
formance of GACT for reference-guided assembly, using the latest
human genome assembly GRCh38 [14] as reference. For chromo-
somes 1, X & Y, we generate three sets of reads simulating different
sequencers (PacBio, ONT2D, and ONT1D) with varying error pro-
files, as described in [81].



ISCA ’22, June 18–22, 2022, New York, NY, USA Weizhe Hua, Muhammad Umar, Zhiru Zhang, G. Edward Suh

H.264 Decoder

Intra-prediction
Deblocking 

filter
Bitstream parser

Inter-predictionOn-chip 
circular 
buffer

Residue decoding Sum

DRAM Bitstream Reference frames
(previously decoded frames) Decoded frames

Boundary strength decoding

Figure 17: Block diagram of a typical H.264 decoder — the
Inter-prediction module reads reference frames from the off-chip
memory for constructing predicted frames.

We use the D-SOFT software to generate a list of candidate posi-
tions (or tiles) that are sent to the GACT hardware for alignment.
For each tile, a GACT array loads a chunk of reference and query
sequences from a specified DRAM offset, performs alignment of
that tile, and finally writes the traceback pointers to DRAM. For
the memory accesses of each tile, we obtain the data transfer times
through amemory protection simulator, with four DDR4-2400 chan-
nels. For obtaining the computation time of the tiles, we perform
an RTL simulation of GACT, with the same settings as specified in
[81]. We assume an ASIC configuration with 64 GACT arrays that
can process tiles independently, each containing 64 PEs, running at
800 MHz. As D-SOFT generates calls to GACT for millions of tiles,
we simulated only a subset of the tiles. The memory and computa-
tion times are used to calculate the overall execution time. Because
GACT loads input chunks from effectively random locations in
the reference and non-contiguous locations in the query, and since
the tile size can be variable, we do not use coarse-grained MACs
for GACT, and only simulate the MGXVN mode with on-chip VN
generation and fine-grained MACs.

We first compare the memory traffic increase of the baseline
protection scheme (BP) with MGXVN. The elimination of off-chip
VNs leads to a reduction in memory traffic overhead from 34% in BP
to 12.5% in MGXVN, the remaining overhead coming from the fine-
grainedMACs. Figure 16 shows the performance overhead of GACT.
The average performance overhead for BP is 14%. The performance
overhead of genome assembly alignment is lower than DNN and
graph algorithms because the Darwin accelerator design is more
compute-bound. MGXVN further reduces the average performance
overhead to only 4%.
H.264 Video Decoding – We studied H.264/AVC video decod-
ing [1] as another candidate for MGX memory protection. Figure
17 shows a typical H.264 decoder architecture, which transforms
an input bitstream into video frames. The input bitstream is typi-
cally encrypted with the standard counter mode [2]. The decoding
process outputs different kinds of frames. Whereas I (intra-coded)
frames are independent, the P (inter-predicted) frames are calcu-
lated using previous frames as a reference. B (bi-directional) frames
use later frames as a reference, leading to out-of-order decoding.
Therefore, multiple decoded frames are kept in off-chip memory
buffers and if needed, are re-read by the inter-prediction stage.

To study how MGX can be applied to a H.264 decoder, we ana-
lyzed an open-source implementation [57]. This decoder stores the
decoded and reference frames in external memory, and supports the

I B P B I B P
0 1 2 3 4
0 2 1 4 3Decoding Order:

Frame Number:

Frame Dependence

5 6
6 5

(arrowheads mean predicts)

Figure 18: H.264 decoding example involving predicted
frames — I, P, and B represent independent, forward-predicted,
and bidirectionally-predicted frames, respectively.
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Figure 19: The memory access pattern of a H.264 decoder —
the writes are non-overlapping.

Main H.264 profile, which can have B frames. The decoder writes an
output frame to an available buffer in external memory, but writes
only once to an address in each frame. When a frame is used as a
reference, it is read-only. Thus we can simply use the frame number
(𝐹 ) concatenated with the input bitstream number (CTRIN) as the
VN when writing an output frame. Both 𝐹 and CTRIN are part of
the program state tracked by the scheduler. CTRIN is incremented
when a new bitstream is loaded for decoding.

The inter-prediction block can generate the VN for reading pre-
viously decoded frames based on the current frame number (𝐹 ).
For the decoding of the IBPB sequence in Figure 18, a P-frame is
read only from the last I-frame, thus (CTRIN | | 𝐹 − 2) is used as
the VN value. Note that the frame number represents the display
order of the frames, not the order of decoding. For decoding a B
frame, frames from both directions are read; the VNs can be set to
(CTRIN | | 𝐹 − 1) and (CTRIN | | 𝐹 + 1), respectively.

We apply the MGX scheme to the H.264 decoder, performed an
RTL simulation and checked functional correctness. The memory
access pattern is illustrated in Figure 19 where there are three frame
buffers in memory, one for the currently decoded frame and two for
reference frames. The blue dots indicate writes and the pink dots
indicate reads. Because the frame number increments after writing
a frame, our scheme ensures that a version number is different for
each write to a memory location. While not clear from the figure
due to a limited resolution, we verified that each location in the
output buffer is written only once per frame. The figure also shows
that MGX can handle a dynamic and irregular read pattern.

7.2 Static and Dynamic DNN Pruning
Most previous pruning techniques prune a neural network stati-
cally [27, 29, 54, 58], which can simply be seen as a different net-
work that can run on the secure DNN accelerator. Dynamic prun-
ing [4, 5, 36, 37, 63] exploits input-specific characteristics to skip
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Figure 20: A DNN layer with pruning writes only unpruned
output tiles with a shared VNF value. The subsequent layers
can therefore read the unpruned tiles with the same VNF.

redundant computations at run time, and memory access patterns
may vary for different inputs. However, the variations are still lim-
ited; dynamic pruning may skip some of the accesses that exist in
the model, but does not introduce extra accesses. It may appear that
the MGX does not work with dynamic pruning. However, skipping
VNs does not affect the security as long as the VNs are not reused.
The memory protection will be functional as long as a write and
the corresponding reads use the same VN.

To demonstrate the MGX under static and dynamic pruning,
we implemented a variety of pruning techniques in PyTorch and
emulated the MGX in software. For pixel-level dynamic pruning,
we implemented different compression techniques such as Com-
pressed Sparse Row [6], Compressed Sparse Column [27, 74], and
Run-Length Compression [63]. We also tested a dynamic channel
pruning scheme similar to [23]. With dynamic pruning, the number
of memory accesses to the features is input-dependent and deter-
mined at run time. However, we found that the version numbers of
the features with dynamic pruning can still be obtained from the
same VN generation scheme. Figure 20 illustrates the case where
features are dynamically pruned. MGX uses the shared VNF to write
output features, but only unpruned features (e.g., 𝑥1, 𝑥3, ..., 𝑥𝑡 ) are
written to memory. Then, MGX can read the sparse input features
(e.g., 𝑥1, 𝑥3, ..., 𝑥𝑡 ) using the same VNF. Again, only unpruned fea-
tures are read from memory. For pruned features, the VN is simply
not used and skipped.

8 RELATEDWORK
Privacy-Preserving Deep Learning – Homomorphic encryp-
tion (HE) and secure multi-party computation (MPC) can provide
stronger protection than TEEs by performing all computations in
an encrypted format. However, DNN tasks in the HE/MPC solu-
tions [17, 41, 45, 56, 61, 64, 78, 83, 84] are still multiple orders of
magnitude slower than the baseline with no protection. A recent
work [65] proposes to reduce the latency of HE-based DNN infer-
ence to hundreds of milliseconds using specialized hardware. Yet,
the overhead in throughput is still quite significant even with an HE
accelerator. A secure accelerator with MGX provides a design point
to offer hardware-based security with much higher performance.

There are many TEEs [7, 9, 10, 12, 15, 21, 22, 47, 49, 59, 72, 75,
77, 86, 92] proposed for CPUs. Recent studies showed that DNNs
can be protected using Intel SGX [43, 50, 79], but with non-trivial
overhead of memory protection in SGX. Today’s processor-based
TEEs are also limited by the performance of a general-purpose
processor. Recent studies [38, 39, 82, 96] proposed to extend today’s

TEE by including a GPU. The GPU TEE designs enable high perfor-
mance, but require both a CPU and a GPU to be protected inside
a TEE. Also, ASIC accelerators are often far more energy-efficient
compared to GPUs and widely used for high-throughput tasks such
as inference. Outsourcing to untrusted GPUs/accelerators [80] is
another promising approach. However, secure outsourcing intro-
duces significant computation and storage overhead for the offline
phase; for high-throughput applications, performance will still be
limited by CPUs.

Recent work [85, 94, 96] proposes to build FPGA/ASIC TEEs
as accelerators. TNPU [73] is most similar to our work, which
also proposes a tree-free off-chip memory protection by exploit-
ing the DNN-specific memory access patterns. In this work, we
demonstrate that MGX can further reduce the overhead of integrity
verification using coarse-grained MACs and is generally applicable
to other data-intensive accelerators beyond DNN accelerators.

Memory Encryption and Integrity Verification – There is a
large body of work on memory encryption and integrity verifica-
tion for general-purpose CPUs, including the counter-mode encryp-
tion [71], optimizations to reduce the size of VNs [68, 90], counter-
based integrity trees [20, 26, 66, 76], meta-data caching [24, 48], and
predicting VNs or using unverified VNs speculatively [51, 70, 88].
The general-purpose protection schemes all require version num-
bers in off-chip memory, which will pose a challenge for applica-
tions with large data sets and random access patterns as in DLRM.
MGX introduces a new approach to customize memory protection
for a specific application and remove off-chip VNs, which signifi-
cantly reduces the overhead of the state-of-the-art.

Side-channel Attacks and Protection – A variety of side-
channel attacks have been shown against DNN accelerators. Mem-
ory and timing side-channels have been used to infer the network
structure and weights of DNN models [34, 35, 91]. Power and elec-
tromagnetic side-channel attacks have been used to retrieve the
input image [87] or recover the network topology and weights [8].
The side channels are orthogonal to memory encryption and in-
tegrity verification that MGX aims to provide. A secure accelerator
needs to be extended with additional countermeasures to prevent
the side channel attacks.

9 CONCLUSION
In this paper, we propose a novel off-chip memory protection
scheme for hardware accelerators, named MGX. On average, MGX
reduces the performance overhead of memory protection from 28%
and 33% to 4% and 5% for DNN and graph processing accelerators,
respectively. We also show that MGX is generally applicable to
other applications, such as genome assembly alignment and H.264
video decoding.

10 ACKNOWLEDGMENT
We thank the anonymous reviewers for their constructive feedback
on the earlier version of the manuscript. At Cornell, Weizhe Hua
and Muhammad Umar are supported in part by NSF Award CCF-
2007832, ECCS-1932501, and CCF-2118709. Weizhe Hua is also
supported in part by the Facebook fellowship.



ISCA ’22, June 18–22, 2022, New York, NY, USA Weizhe Hua, Muhammad Umar, Zhiru Zhang, G. Edward Suh

REFERENCES
[1] 2014. Information technology — Coding of audio-visual objects — Part 10: Advanced

Video Coding. Standard ISO/IEC 14496-10:2014. International Organization for
Standardization, Geneva, CH. https://www.iso.org/standard/66069.html

[2] 2016. Information technology — MPEG systems technologies — Part 7: Common
encryption in ISO base media file format files. Standard ISO/IEC 23001-7:2016.
International Organization for Standardization, Geneva, CH. https://www.iso.
org/standard/68042.html

[3] Martín Abadi, Paul Barham, Jianmin Chen, Zhifeng Chen, Andy Davis, Jeffrey
Dean, Matthieu Devin, Sanjay Ghemawat, Geoffrey Irving, Michael Isard, Man-
junath Kudlur, Josh Levenberg, Rajat Monga, Sherry Moore, Derek G. Murray,
Benoit Steiner, Paul Tucker, Vijay Vasudevan, Pete Warden, Martin Wicke, Yuan
Yu, and Xiaoqiang Zheng. 2016. TensorFlow: A System for Large-scale Machine
Learning. In Proceedings of the 12th USENIX Conference on Operating Systems
Design and Implementation (Savannah, GA, USA) (OSDI’16). USENIX Association,
Berkeley, CA, USA, 265–283. http://dl.acm.org/citation.cfm?id=3026877.3026899

[4] Vahideh Akhlaghi, Amir Yazdanbakhsh, Kambiz Samadi, Rajesh K. Gupta, and
Hadi Esmaeilzadeh. 2018. SnaPEA: Predictive Early Activation for Reducing
Computation in Deep Convolutional Neural Networks. In 2018 ACM/IEEE 45th
Annual International Symposium on Computer Architecture (ISCA). 662–673. https:
//doi.org/10.1109/ISCA.2018.00061

[5] Jorge Albericio, Patrick Judd, Tayler Hetherington, Tor Aamodt, Natalie Enright
Jerger, and Andreas Moshovos. 2016. Cnvlutin: Ineffectual-Neuron-Free Deep
Neural Network Computing. In 2016 ACM/IEEE 43rd Annual International Sympo-
sium on Computer Architecture (ISCA). 1–13. https://doi.org/10.1109/ISCA.2016.11

[6] J. Albericio, P. Judd, T. Hetherington, T. Aamodt, N. E. Jerger, and A. Moshovos.
2016. Cnvlutin: Ineffectual-Neuron-Free Deep Neural Network Computing. In
2016 ACM/IEEE 43rd Annual International Symposium on Computer Architecture
(ISCA). 1–13.

[7] Thaynara Alves and D. Felton. 2004. Trustzone: Integrated Hardware and Soft-
ware Security. (01 2004).

[8] Lejla Batina, Shivam Bhasin, Dirmanto Jap, and Stjepan Picek. 2019. CSI NN:
Reverse Engineering of Neural Network Architectures Through Electromagnetic
Side Channel. In 28th USENIX Security Symposium (USENIX Security 19). USENIX
Association, Santa Clara, CA, 515–532. https://www.usenix.org/conference/
usenixsecurity19/presentation/batina

[9] Thomas Bourgeat, Ilia Lebedev, Andrew Wright, Sizhuo Zhang, Arvind, and
Srinivas Devadas. 2019. MI6: Secure Enclaves in a Speculative Out-of-Order Pro-
cessor. In Proceedings of the 52nd Annual IEEE/ACM International Symposium on
Microarchitecture (Columbus, OH, USA) (MICRO ’52). Association for Computing
Machinery, New York, NY, USA, 42–56. https://doi.org/10.1145/3352460.3358310

[10] David Champagne and Ruby B. Lee. 2010. Scalable architectural support for
trusted software. In HPCA - 16 2010 The Sixteenth International Symposium on
High-Performance Computer Architecture. 1–12. https://doi.org/10.1109/HPCA.
2010.5416657

[11] Tianqi Chen, Thierry Moreau, Ziheng Jiang, Lianmin Zheng, Eddie Yan, Haichen
Shen, Meghan Cowan, Leyuan Wang, Yuwei Hu, Luis Ceze, Carlos Guestrin,
and Arvind Krishnamurthy. 2018. TVM: An Automated End-to-End Optimizing
Compiler for Deep Learning. In 13th USENIX Symposium on Operating Systems
Design and Implementation (OSDI 18). USENIX Association, Carlsbad, CA, 578–
594. https://www.usenix.org/conference/osdi18/presentation/chen

[12] Siddhartha Chhabra, Brian Rogers, Yan Solihin, and Milos Prvulovic. 2011. Se-
cureME: A Hardware-Software Approach to Full System Security. In Proceed-
ings of the International Conference on Supercomputing (Tucson, Arizona, USA)
(ICS ’11). Association for Computing Machinery, New York, NY, USA, 108–119.
https://doi.org/10.1145/1995896.1995914

[13] Eric Chung, Jeremy Fowers, Kalin Ovtcharov, Michael Papamichael, Adrian
Caulfield, Todd Massengill, Ming Liu, et al. 2018. Serving DNNs in Real Time at
Datacenter Scale with Project Brainwave . IEEE Micro 38, 2 (2018), 8–20.

[14] Genome Reference Consortium. 2013. Genome Reference Consortium Human
Build 38. https://www.ncbi.nlm.nih.gov/assembly/GCF_000001405.26/.

[15] Victor Costan, Ilia Lebedev, and Srinivas Devadas. 2016. Sanctum: Minimal
Hardware Extensions for Strong Software Isolation. In 25th USENIX Secu-
rity Symposium (USENIX Security 16). USENIX Association, Austin, TX, 857–
874. https://www.usenix.org/conference/usenixsecurity16/technical-sessions/
presentation/costan

[16] Timothy A. Davis and Yifan Hu. 2011. The University of Florida Sparse Matrix
Collection. ACM Trans. Math. Softw. 38, 1, Article 1 (Dec 2011), 25 pages. https:
//doi.org/10.1145/2049662.2049663

[17] Nathan Dowlin, Ran Gilad-Bachrach, Kim Laine, Kristin Lauter, Michael Naehrig,
and John Wernsing. 2016. CryptoNets: Applying Neural Networks to Encrypted
Data with High Throughput and Accuracy. In Proceedings of the 33rd International
Conference on International Conference on Machine Learning - Volume 48 (New
York, NY, USA) (ICML’16). JMLR.org, 201–210.

[18] Young Duk Kim, Wookyeong Jeong, Lakkyung Jung, Dongsuk Shin, Jae Geun
Song, Jinook Song, Hyeokman Kwon, Jaeyoung Lee, Jaesu Jung, Myungjin Kang,

Jaehun Jeong, Yoonjoo Kwon, and Nak Hee Seong. 2020. 2.4 A 7nm High-
Performance and Energy-Efficient Mobile Application Processor with Tri-Cluster
CPUs and a Sparsity-Aware NPU. In 2020 IEEE International Solid- State Circuits
Conference - (ISSCC). 48–50. https://doi.org/10.1109/ISSCC19947.2020.9062907

[19] Morris J. Dworkin. 2004. SP 800-38C. Recommendation for Block Cipher Modes
of Operation: The CCM Mode for Authentication and Confidentiality. Technical
Report. Gaithersburg, MD, USA.

[20] Reouven Elbaz, David Champagne, Ruby B. Lee, Lionel Torres, Gilles Sassatelli,
and Pierre Guillemin. 2007. TEC-Tree: A Low-Cost, Parallelizable Tree for Effi-
cient Defense Against Memory Replay Attacks. In Cryptographic Hardware and
Embedded Systems - CHES 2007, Pascal Paillier and Ingrid Verbauwhede (Eds.).
Springer Berlin Heidelberg, Berlin, Heidelberg, 289–302.

[21] D. Evtyushkin, J. Elwell, M. Ozsoy, D. Ponomarev, N. A. Ghazaleh, and R. Riley.
2014. Iso-X: A Flexible Architecture for Hardware-Managed Isolated Execution.
In 2014 47th Annual IEEE/ACM International Symposium on Microarchitecture.
190–202.

[22] Christopher W. Fletcher, Marten van Dijk, and Srinivas Devadas. 2012. A Secure
Processor Architecture for Encrypted Computation on Untrusted Programs. In
Proceedings of the Seventh ACMWorkshop on Scalable Trusted Computing (Raleigh,
North Carolina, USA) (STC ’12). ACM, New York, NY, USA, 3–8. https://doi.org/
10.1145/2382536.2382540

[23] Xitong Gao, Yiren Zhao, Łukasz Dudziak, Robert Mullins, and Cheng zhong
Xu. 2019. Dynamic Channel Pruning: Feature Boosting and Suppression. In
International Conference on Learning Representations. https://openreview.net/
forum?id=BJxh2j0qYm

[24] B. Gassend, G.E. Suh, D. Clarke, M. van Dijk, and S. Devadas. 2003. Caches
and hash trees for efficient memory integrity verification. In The Ninth Inter-
national Symposium on High-Performance Computer Architecture, 2003. HPCA-9
2003. Proceedings. 295–306. https://doi.org/10.1109/HPCA.2003.1183547

[25] S. Gueron. 2016. Memory Encryption for General-Purpose Processors. IEEE
Security Privacy 14, 6 (Nov 2016), 54–62. https://doi.org/10.1109/MSP.2016.124

[26] W. Eric Hall and Charanjit S. Jutla. 2006. Parallelizable Authentication Trees. In
Proceedings of the 12th International Conference on Selected Areas in Cryptography
(Kingston, ON, Canada) (SAC’05). Springer-Verlag, Berlin, Heidelberg, 95–109.
https://doi.org/10.1007/11693383_7

[27] Song Han, Xingyu Liu, Huizi Mao, Jing Pu, Ardavan Pedram, Mark A. Horowitz,
and William J. Dally. 2016. EIE: Efficient Inference Engine on Compressed
Deep Neural Network. In Proceedings of the 43rd International Symposium on
Computer Architecture (Seoul, Republic of Korea) (ISCA ’16). IEEE Press, 243–254.
https://doi.org/10.1109/ISCA.2016.30

[28] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. 2016. Deep Residual
Learning for Image Recognition. In 2016 IEEE Conference on Computer Vision and
Pattern Recognition (CVPR). 770–778. https://doi.org/10.1109/CVPR.2016.90

[29] Yihui He, Xiangyu Zhang, and Jian Sun. 2017. Channel Pruning for Accelerating
Very Deep Neural Networks. In The IEEE International Conference on Computer
Vision (ICCV).

[30] Michael Henson and Stephen Taylor. 2014. Memory Encryption: A Survey of
Existing Techniques. ACM Comput. Surv. 46, 4, Article 53 (Mar 2014), 26 pages.
https://doi.org/10.1145/2566673

[31] Andrew G Howard, Menglong Zhu, Bo Chen, Dmitry Kalenichenko, Weijun
Wang, Tobias Weyand, Marco Andreetto, and Hartwig Adam. 2017. Mobilenets:
Efficient Convolutional Neural Networks for Nobile Vision Applications. arXiv
e-print arXiv:1704.04861 (2017).

[32] Weihua Hu, Matthias Fey, Marinka Zitnik, Yuxiao Dong, Hongyu Ren, Bowen
Liu, Michele Catasta, and Jure Leskovec. 2020. Open Graph Benchmark: Datasets
for Machine Learning on Graphs. arXiv preprint arXiv:2005.00687 (2020).

[33] Yuwei Hu, Yixiao Du, Ecenur Ustun, and Zhiru Zhang. 2021. GraphLily: Acceler-
ating Graph Linear Algebra on HBM-Equipped FPGAs. International Conference
On Computer Aided Design (2021).

[34] Weizhe Hua, Zhiru Zhang, and G. Edward Suh. 2022. Reverse Engineering
CNN Models using Side-Channel Attacks. IEEE Design Test (2022). https:
//doi.org/10.1109/MDAT.2022.3151019

[35] Weizhe Hua, Zhiru Zhang, and G. Edward Suh. 2018. Reverse Engineering
Convolutional Neural Networks Through Side-channel Information Leaks. In
Proceedings of the 55th Annual Design Automation Conference (San Francisco,
California) (DAC ’18). ACM, New York, NY, USA, Article 4, 6 pages. https:
//doi.org/10.1145/3195970.3196105

[36] Weizhe Hua, Yuan Zhou, Christopher De Sa, Zhiru Zhang, and G. Edward Suh.
2019. Boosting the Performance of CNNAccelerators with Dynamic Fine-Grained
Channel Gating. In Proceedings of the 52Nd Annual IEEE/ACM International Sym-
posium on Microarchitecture (Columbus, OH, USA) (MICRO ’52). ACM, New York,
NY, USA, 139–150. https://doi.org/10.1145/3352460.3358283

[37] Weizhe Hua, Yuan Zhou, Christopher M De Sa, Zhiru Zhang, and G. Edward
Suh. 2019. Channel Gating Neural Networks. In Advances in Neural Information
Processing Systems 32, H. Wallach, H. Larochelle, A. Beygelzimer, F. d'Alché-
Buc, E. Fox, and R. Garnett (Eds.). Curran Associates, Inc., 1884–1894. http:
//papers.nips.cc/paper/8464-channel-gating-neural-networks.pdf

https://www.iso.org/standard/66069.html
https://www.iso.org/standard/68042.html
https://www.iso.org/standard/68042.html
http://dl.acm.org/citation.cfm?id=3026877.3026899
https://doi.org/10.1109/ISCA.2018.00061
https://doi.org/10.1109/ISCA.2018.00061
https://doi.org/10.1109/ISCA.2016.11
https://www.usenix.org/conference/usenixsecurity19/presentation/batina
https://www.usenix.org/conference/usenixsecurity19/presentation/batina
https://doi.org/10.1145/3352460.3358310
https://doi.org/10.1109/HPCA.2010.5416657
https://doi.org/10.1109/HPCA.2010.5416657
https://www.usenix.org/conference/osdi18/presentation/chen
https://doi.org/10.1145/1995896.1995914
https://www.ncbi.nlm.nih.gov/assembly/GCF_000001405.26/
https://www.usenix.org/conference/usenixsecurity16/technical-sessions/presentation/costan
https://www.usenix.org/conference/usenixsecurity16/technical-sessions/presentation/costan
https://doi.org/10.1145/2049662.2049663
https://doi.org/10.1145/2049662.2049663
https://doi.org/10.1109/ISSCC19947.2020.9062907
https://doi.org/10.1145/2382536.2382540
https://doi.org/10.1145/2382536.2382540
https://openreview.net/forum?id=BJxh2j0qYm
https://openreview.net/forum?id=BJxh2j0qYm
https://doi.org/10.1109/HPCA.2003.1183547
https://doi.org/10.1109/MSP.2016.124
https://doi.org/10.1007/11693383_7
https://doi.org/10.1109/ISCA.2016.30
https://doi.org/10.1109/CVPR.2016.90
https://doi.org/10.1145/2566673
https://doi.org/10.1109/MDAT.2022.3151019
https://doi.org/10.1109/MDAT.2022.3151019
https://doi.org/10.1145/3195970.3196105
https://doi.org/10.1145/3195970.3196105
https://doi.org/10.1145/3352460.3358283
http://papers.nips.cc/paper/8464-channel-gating-neural-networks.pdf
http://papers.nips.cc/paper/8464-channel-gating-neural-networks.pdf


MGX: Near-Zero Overhead Memory Protection for Data-Intensive Accelerators ISCA ’22, June 18–22, 2022, New York, NY, USA

[38] Tyler Hunt, Zhipeng Jia, Vance Miller, Ariel Szekely, Yige Hu, Christopher J.
Rossbach, and Emmett Witchel. 2020. Telekine: Secure Computing with Cloud
GPUs. In 17th USENIX Symposium on Networked Systems Design and Imple-
mentation (NSDI 20). USENIX Association, Santa Clara, CA, 817–833. https:
//www.usenix.org/conference/nsdi20/presentation/hunt

[39] Insu Jang, Adrian Tang, Taehoon Kim, Simha Sethumadhavan, and Jaehyuk
Huh. 2019. Heterogeneous Isolated Execution for Commodity GPUs. In Pro-
ceedings of the Twenty-Fourth International Conference on Architectural Support
for Programming Languages and Operating Systems (Providence, RI, USA) (ASP-
LOS ’19). Association for Computing Machinery, New York, NY, USA, 455–468.
https://doi.org/10.1145/3297858.3304021

[40] Norman P. Jouppi, Cliff Young, Nishant Patil, David Patterson, Gaurav Agrawal,
Raminder Bajwa, Sarah Bates, Suresh Bhatia, Nan Boden, Al Borchers, Rick Boyle,
Pierre-luc Cantin, Clifford Chao, Chris Clark, Jeremy Coriell, Mike Daley, Matt
Dau, Jeffrey Dean, Ben Gelb, Tara Vazir Ghaemmaghami, Rajendra Gottipati,
William Gulland, Robert Hagmann, C. Richard Ho, Doug Hogberg, John Hu,
Robert Hundt, Dan Hurt, Julian Ibarz, Aaron Jaffey, Alek Jaworski, Alexander
Kaplan, Harshit Khaitan, Daniel Killebrew, Andy Koch, Naveen Kumar, Steve
Lacy, James Laudon, James Law, Diemthu Le, Chris Leary, Zhuyuan Liu, Kyle
Lucke, Alan Lundin, Gordon MacKean, Adriana Maggiore, Maire Mahony, Kieran
Miller, Rahul Nagarajan, Ravi Narayanaswami, Ray Ni, Kathy Nix, Thomas Norrie,
Mark Omernick, Narayana Penukonda, Andy Phelps, Jonathan Ross, Matt Ross,
Amir Salek, Emad Samadiani, Chris Severn, Gregory Sizikov, Matthew Snelham,
Jed Souter, Dan Steinberg, Andy Swing, Mercedes Tan, Gregory Thorson, Bo
Tian, Horia Toma, Erick Tuttle, Vijay Vasudevan, Richard Walter, Walter Wang,
Eric Wilcox, and Doe Hyun Yoon. 2017. In-Datacenter Performance Analysis of a
Tensor Processing Unit. In Proceedings of the 44th Annual International Symposium
on Computer Architecture (Toronto, ON, Canada) (ISCA ’17). Association for
Computing Machinery, New York, NY, USA, 1–12. https://doi.org/10.1145/
3079856.3080246

[41] Chiraag Juvekar, Vinod Vaikuntanathan, and Anantha Chandrakasan. 2018.
GAZELLE: A Low Latency Framework for Secure Neural Network Inference. In
Proceedings of the 27th USENIX Conference on Security Symposium (Baltimore,
MD, USA) (SEC’18). USENIX Association, USA, 1651–1668.

[42] Jeremy Kepner, Peter Aaltonen, David Bader, Aydin Buluc, Franz Franchetti, John
Gilbert, Dylan Hutchison, Manoj Kumar, Andrew Lumsdaine, Henning Meyer-
henke, Scott McMillan, Carl Yang, John D. Owens, Marcin Zalewski, Timothy
Mattson, and Jose Moreira. 2016. Mathematical foundations of the GraphBLAS.
2016 IEEE High Performance Extreme Computing Conference, HPEC 2016 (12 2016).
https://doi.org/10.1109/HPEC.2016.7761646

[43] Kyungtae Kim, Chung Hwan Kim, Junghwan "John" Rhee, Xiao Yu, Haifeng
Chen, Dave (Jing) Tian, and Byoungyoung Lee. 2020. Vessels: Efficient and
Scalable Deep Learning Prediction on Trusted Processors. In Proceedings of the
11th ACM Symposium on Cloud Computing (Virtual Event, USA) (SoCC ’20).
Association for Computing Machinery, New York, NY, USA, 462–476. https:
//doi.org/10.1145/3419111.3421282

[44] Yoongu Kim, Weikun Yang, and Onur Mutlu. 2016. Ramulator: A Fast and
Extensible DRAM Simulator. IEEE CAL 15, 1 (2016), 45–49. https://doi.org/10.
1109/LCA.2015.2414456

[45] Nishant Kumar, Mayank Rathee, Nishanth Chandran, Divya Gupta, Aseem Ras-
togi, and Rahul Sharma. 2020. CrypTFlow: Secure TensorFlow Inference. In 2020
IEEE Symposium on Security and Privacy (SP). 336–353. https://doi.org/10.1109/
SP40000.2020.00092

[46] Haewoon Kwak, Changhyun Lee, Hosung Park, and Sue Moon. 2010. What
is Twitter, a Social Network or a News Media?. In Proceedings of the 19th
International Conference on World Wide Web (Raleigh, North Carolina, USA)
(WWW ’10). Association for Computing Machinery, New York, NY, USA, 591–600.
https://doi.org/10.1145/1772690.1772751

[47] Dayeol Lee, David Kohlbrenner, Shweta Shinde, Krste Asanovic, and Dawn
Song. 2020. Keystone: An Open Framework for Architecting Trusted Execution
Environments. In Proceedings of the Fifteenth European Conference on Computer
Systems (EuroSys’20).

[48] Junghoon Lee, Taehoon Kim, and Jaehyuk Huh. 2016. Reducing the Memory
Bandwidth Overheads of Hardware Security Support for Multi-Core Processors.
IEEE Trans. Comput. 65, 11 (Nov 2016), 3384–3397. https://doi.org/10.1109/TC.
2016.2538218

[49] Ruby B. Lee, Peter C. S. Kwan, John P. McGregor, Jeffrey Dwoskin, and Zhenghong
Wang. 2005. Architecture for Protecting Critical Secrets in Microprocessors. In
Proceedings of the 32nd Annual International Symposium on Computer Architecture
(ISCA ’05). IEEE Computer Society, USA, 2–13. https://doi.org/10.1109/ISCA.
2005.14

[50] Taegyeong Lee, Zhiqi Lin, Saumay Pushp, Caihua Li, Yunxin Liu, Youngki Lee,
Fengyuan Xu, Chenren Xu, Lintao Zhang, and Junehwa Song. 2019. Occlumency:
Privacy-Preserving Remote Deep-Learning Inference Using SGX. In The 25th
Annual International Conference on Mobile Computing and Networking (Los Cabos,
Mexico) (MobiCom ’19). Association for Computing Machinery, New York, NY,
USA, Article 46, 17 pages. https://doi.org/10.1145/3300061.3345447

[51] Tamara Silbergleit Lehman, Andrew D. Hilton, and Benjamin C. Lee. 2016. Poi-
sonIvy: Safe speculation for secure memory. In 2016 49th Annual IEEE/ACM
International Symposium on Microarchitecture (MICRO). 1–13. https://doi.org/10.
1109/MICRO.2016.7783741

[52] Stefan Lemsitzer, Johannes Wolkerstorfer, Norbert Felber, and Matthias Braendli.
2007. Multi-gigabit GCM-AES Architecture Optimized for FPGAs. In Crypto-
graphic Hardware and Embedded Systems - CHES 2007, Pascal Paillier and Ingrid
Verbauwhede (Eds.). Springer Berlin Heidelberg, Berlin, Heidelberg, 227–238.

[53] Jure Leskovec and Andrej Krevl. 2014. SNAP Datasets: Stanford Large Network
Dataset Collection. http://snap.stanford.edu/data.

[54] Hao Li, Asim Kadav, Igor Durdanovic, Hanan Samet, and Hans Peter Graf. 2017.
Pruning Filters for Efficient ConvNets. In International Conference on Learning
Representations.

[55] Helger Lipmaa, David Wagner, and Phillip Rogaway. 2000. Comments to NIST
concerning AES modes of operation: CTR-mode encryption.

[56] Jian Liu, Mika Juuti, Yao Lu, and N. Asokan. 2017. Oblivious Neural Network
Predictions via MiniONN Transformations. In Proceedings of the 2017 ACM
SIGSAC Conference on Computer and Communications Security (Dallas, Texas,
USA) (CCS ’17). Association for Computing Machinery, New York, NY, USA,
619–631. https://doi.org/10.1145/3133956.3134056

[57] Xinheng Liu, Yao Chen, Tan Nguyen, Swathi Gurumani, Kyle Rupnow, and
Deming Chen. 2016. High Level Synthesis of Complex Applications: An H.264
Video Decoder. In Proceedings of the 2016 ACM/SIGDA International Sympo-
sium on Field-Programmable Gate Arrays (Monterey, California, USA) (FPGA
’16). Association for Computing Machinery, New York, NY, USA, 224–233.
https://doi.org/10.1145/2847263.2847274

[58] Zhuang Liu, Jianguo Li, Zhiqiang Shen, Gao Huang, Shoumeng Yan, and Chang-
shui Zhang. 2017. Learning Efficient Convolutional Networks through Network
Slimming. In ICCV.

[59] Frank McKeen, Ilya Alexandrovich, Ittai Anati, Dror Caspi, Simon Johnson,
Rebekah Leslie-Hurd, and Carlos Rozas. 2016. Intel® Software Guard Extensions
(Intel® SGX) Support for Dynamic Memory Management Inside an Enclave. In
Proceedings of the Hardware and Architectural Support for Security and Privacy 2016
(Seoul, Republic of Korea) (HASP 2016). Association for Computing Machinery,
New York, NY, USA, Article 10, 9 pages. https://doi.org/10.1145/2948618.2954331

[60] Ralph C. Merkle. 1980. Protocols for Public Key Cryptosystems. In 1980 IEEE
Symposium on Security and Privacy. 122–122.

[61] Pratyush Mishra, Ryan Lehmkuhl, Akshayaram Srinivasan, Wenting Zheng, and
Raluca Ada Popa. 2020. Delphi: A Cryptographic Inference Service for Neural
Networks. In 29th USENIX Security Symposium (USENIX Security 20). USENIX
Association, Boston, MA. https://www.usenix.org/conference/usenixsecurity20/
presentation/mishra

[62] ThierryMoreau, Tianqi Chen, Luis Vega, Jared Roesch, Eddie Yan, Lianmin Zheng,
Josh Fromm, Ziheng Jiang, Luis Ceze, Carlos Guestrin, and Arvind Krishnamurthy.
2019. A Hardware–Software Blueprint for Flexible Deep Learning Specialization.
IEEE Micro 39, 5 (2019), 8–16. https://doi.org/10.1109/MM.2019.2928962

[63] Angshuman Parashar, Minsoo Rhu, Anurag Mukkara, Antonio Puglielli, Rang-
harajan Venkatesan, Brucek Khailany, Joel Emer, Stephen W. Keckler, and
William J. Dally. 2017. SCNN: An accelerator for compressed-sparse convolu-
tional neural networks. In 2017 ACM/IEEE 44th Annual International Symposium
on Computer Architecture (ISCA). 27–40. https://doi.org/10.1145/3079856.3080254

[64] Deevashwer Rathee, Mayank Rathee, Nishant Kumar, Nishanth Chandran, Divya
Gupta, Aseem Rastogi, and Rahul Sharma. 2020. CrypTFlow2: Practical 2-Party
Secure Inference. In 27th Annual Conference on Computer and Communications
Security (ACM CCS 2020). ACM. https://www.microsoft.com/en-us/research/
publication/cryptflow2-practical-2-party-secure-inference/

[65] Brandon Reagen, Woo-Seok Choi, Yeongil Ko, Vincent T. Lee, Hsien-Hsin S.
Lee, Gu-Yeon Wei, and David Brooks. 2021. Cheetah: Optimizing and Accel-
erating Homomorphic Encryption for Private Inference. In 2021 IEEE Interna-
tional Symposium on High-Performance Computer Architecture (HPCA). 26–39.
https://doi.org/10.1109/HPCA51647.2021.00013

[66] Brian Rogers, Siddhartha Chhabra, Milos Prvulovic, and Yan Solihin. 2007. Using
Address Independent Seed Encryption and Bonsai Merkle Trees to Make Secure
Processors OS- and Performance-Friendly. In Proceedings of the 40th Annual
IEEE/ACM International Symposium on Microarchitecture (MICRO 40). IEEE Com-
puter Society, Washington, DC, USA, 183–196. https://doi.org/10.1109/MICRO.
2007.44

[67] Nadav Rotem, Jordan Fix, Saleem Abdulrasool, Summer Deng, Roman Dzhabarov,
James Hegeman, Roman Levenstein, Bert Maher, Nadathur Satish, Jakob Olesen,
Jongsoo Park, Artem Rakhov, and Misha Smelyanskiy. 2018. Glow: Graph Low-
ering Compiler Techniques for Neural Networks. CoRR abs/1805.00907 (2018).
arXiv:1805.00907 http://arxiv.org/abs/1805.00907

[68] Gururaj Saileshwar, Prashant J. Nair, Prakash Ramrakhyani, Wendy Elsasser,
Jose A. Joao, and Moinuddin K. Qureshi. 2018. Morphable Counters: Enabling
Compact Integrity Trees For Low-Overhead Secure Memories. In 2018 51st An-
nual IEEE/ACM International Symposium on Microarchitecture (MICRO). 416–427.
https://doi.org/10.1109/MICRO.2018.00041

https://www.usenix.org/conference/nsdi20/presentation/hunt
https://www.usenix.org/conference/nsdi20/presentation/hunt
https://doi.org/10.1145/3297858.3304021
https://doi.org/10.1145/3079856.3080246
https://doi.org/10.1145/3079856.3080246
https://doi.org/10.1109/HPEC.2016.7761646
https://doi.org/10.1145/3419111.3421282
https://doi.org/10.1145/3419111.3421282
https://doi.org/10.1109/LCA.2015.2414456
https://doi.org/10.1109/LCA.2015.2414456
https://doi.org/10.1109/SP40000.2020.00092
https://doi.org/10.1109/SP40000.2020.00092
https://doi.org/10.1145/1772690.1772751
https://doi.org/10.1109/TC.2016.2538218
https://doi.org/10.1109/TC.2016.2538218
https://doi.org/10.1109/ISCA.2005.14
https://doi.org/10.1109/ISCA.2005.14
https://doi.org/10.1145/3300061.3345447
https://doi.org/10.1109/MICRO.2016.7783741
https://doi.org/10.1109/MICRO.2016.7783741
http://snap.stanford.edu/data
https://doi.org/10.1145/3133956.3134056
https://doi.org/10.1145/2847263.2847274
https://doi.org/10.1145/2948618.2954331
https://www.usenix.org/conference/usenixsecurity20/presentation/mishra
https://www.usenix.org/conference/usenixsecurity20/presentation/mishra
https://doi.org/10.1109/MM.2019.2928962
https://doi.org/10.1145/3079856.3080254
https://www.microsoft.com/en-us/research/publication/cryptflow2-practical-2-party-secure-inference/
https://www.microsoft.com/en-us/research/publication/cryptflow2-practical-2-party-secure-inference/
https://doi.org/10.1109/HPCA51647.2021.00013
https://doi.org/10.1109/MICRO.2007.44
https://doi.org/10.1109/MICRO.2007.44
https://arxiv.org/abs/1805.00907
http://arxiv.org/abs/1805.00907
https://doi.org/10.1109/MICRO.2018.00041


ISCA ’22, June 18–22, 2022, New York, NY, USA Weizhe Hua, Muhammad Umar, Zhiru Zhang, G. Edward Suh

[69] Ananda Samajdar, Yuhao Zhu, Paul Whatmough, Matthew Mattina, and Tushar
Krishna. 2018. SCALE-Sim: Systolic CNN Accelerator Simulator. arXiv preprint
arXiv:1811.02883 (2018).

[70] Weidong Shi and Hsien-Hsin S. Lee. 2006. ase. In Proceedings of the 39th Annual
IEEE/ACM International Symposium on Microarchitecture (MICRO 39). IEEE Com-
puter Society, Washington, DC, USA, 103–112. https://doi.org/10.1109/MICRO.
2006.11

[71] G. Edward Suh, Dwaine Clarke, Blaise Gassend, Marten van Dijk, and Srinivas
Devadas. 2003. Efficient Memory Integrity Verification and Encryption for Secure
Processors. In Proceedings of the 36th Annual IEEE/ACM International Symposium
on Microarchitecture (MICRO 36). IEEE Computer Society, Washington, DC, USA,
339–. http://dl.acm.org/citation.cfm?id=956417.956575

[72] G. Edward Suh, Dwaine Clarke, Blaise Gassend, Marten van Dijk, and Srinivas
Devadas. 2003. AEGIS: Architecture for Tamper-evident and Tamper-resistant
Processing. In Proceedings of the 17th Annual International Conference on Super-
computing (San Francisco, CA, USA) (ICS ’03). ACM, New York, NY, USA, 160–171.
https://doi.org/10.1145/782814.782838

[73] Seonjin Na Jongse Park Sunho Lee, Jungwoo Kim and Jaehyuk Huh. 2022. TNPU:
Supporting Trusted Execution with Tree-less Integrity Protection for Neural Pro-
cessing Unit. 2022 IEEE International Symposium on High-Performance Computer
Architecture (HPCA).

[74] Vivienne Sze, Yu-Hsin Chen, Tien-Ju Yang, and Joel S. Emer. 2017. Efficient
Processing of Deep Neural Networks: A Tutorial and Survey. CoRR abs/1703.09039
(2017). arXiv:1703.09039 http://arxiv.org/abs/1703.09039

[75] Jakub Szefer and Ruby B. Lee. 2012. Architectural Support for Hypervisor-
Secure Virtualization. In Proceedings of the Seventeenth International Conference
on Architectural Support for Programming Languages and Operating Systems
(London, England, UK) (ASPLOS XVII). Association for Computing Machinery,
New York, NY, USA, 437–450. https://doi.org/10.1145/2150976.2151022

[76] Meysam Taassori, Ali Shafiee, and Rajeev Balasubramonian. 2018. VAULT: Re-
ducing Paging Overheads in SGX with Efficient Integrity Verification Struc-
tures. In Proceedings of the Twenty-Third International Conference on Architec-
tural Support for Programming Languages and Operating Systems (Williams-
burg, VA, USA) (ASPLOS ’18). ACM, New York, NY, USA, 665–678. https:
//doi.org/10.1145/3173162.3177155

[77] David Lie Chandramohan Thekkath, Mark Mitchell, Patrick Lincoln, Dan Boneh,
John Mitchell, and Mark Horowitz. 2000. Architectural Support for Copy and
Tamper Resistant Software. In Proceedings of the Ninth International Conference
on Architectural Support for Programming Languages and Operating Systems
(Cambridge, Massachusetts, USA) (ASPLOS IX). ACM, New York, NY, USA, 168–
177. https://doi.org/10.1145/378993.379237

[78] David Pointcheval Théo Ryffel, Pierre Tholoniat and Francis Bach. 2022. AriaNN:
Low-Interaction Privacy-Preserving Deep Learning via Function Secret Sharing.
In Proceedings on Privacy Enhancing Technologies 2022.

[79] Shruti Tople, Karan Grover, Shweta Shinde, Ranjita Bhagwan, and Ramachandran
Ramjee. 2018. Privado: Practical and Secure DNN Inference. CoRR abs/1810.00602
(2018). arXiv:1810.00602 http://arxiv.org/abs/1810.00602

[80] Florian Tramer and Dan Boneh. 2019. Slalom: Fast, Verifiable and Private Exe-
cution of Neural Networks in Trusted Hardware. In International Conference on
Learning Representations. https://openreview.net/forum?id=rJVorjCcKQ

[81] Yatish Turakhia, Gill Bejerano, and William J. Dally. 2018. Darwin: A Genomics
Co-Processor Provides up to 15,000X Acceleration on Long Read Assembly. In
Proceedings of the Twenty-Third International Conference on Architectural Support
for Programming Languages and Operating Systems (Williamsburg, VA, USA) (AS-
PLOS ’18). Association for Computing Machinery, New York, NY, USA, 199–213.
https://doi.org/10.1145/3173162.3173193

[82] Stavros Volos, Kapil Vaswani, and Rodrigo Bruno. 2018. Graviton: Trusted
Execution Environments on GPUs. In 13th USENIX Symposium on Operating
Systems Design and Implementation (OSDI 18). USENIX Association, Carlsbad,
CA, 681–696. https://www.usenix.org/conference/osdi18/presentation/volos

[83] Sameer Wagh, Divya Gupta, and Nishanth Chandran. 2019. SecureNN: Efficient
and Private Neural Network Training. In Privacy Enhancing Technologies Sym-
posium. (PETS 2019). https://www.microsoft.com/en-us/research/publication/
securenn-efficient-and-private-neural-network-training/

[84] Sameer Wagh, Shruti Tople, Fabrice Benhamouda, Eyal Kushilevitz, Prateek Mit-
tal, and Tal Rabin. 2021. FALCON: Honest-Majority Maliciously Secure Frame-
work for Private Deep Learning. Proceedings on Privacy Enhancing Technologies.

[85] Xingbin Wang, Rui Hou, Yifan Zhu, Jun Zhang, and Dan Meng. 2019. NPUFort:
A Secure Architecture of DNN Accelerator Against Model Inversion Attack. In
Proceedings of the 16th ACM International Conference on Computing Frontiers
(Alghero, Italy) (CF ’19). ACM, New York, NY, USA, 190–196. https://doi.org/10.
1145/3310273.3323070

[86] Robert N.M. Watson, Jonathan Woodruff, Peter G. Neumann, Simon W. Moore,
JonathanAnderson, David Chisnall, Nirav Dave, Brooks Davis, Khilan Gudka, Ben
Laurie, Steven J. Murdoch, Robert Norton, Michael Roe, Stacey Son, and Munra
Vadera. 2015. CHERI: A Hybrid Capability-System Architecture for Scalable
Software Compartmentalization. In 2015 IEEE Symposium on Security and Privacy.
20–37.

[87] Lingxiao Wei, Bo Luo, Yu Li, Yannan Liu, and Qiang Xu. 2018. I Know What You
See: Power Side-Channel Attack on Convolutional Neural Network Accelerators.
In Proceedings of the 34th Annual Computer Security Applications Conference
(San Juan, PR, USA) (ACSAC ’18). ACM, New York, NY, USA, 393–406. https:
//doi.org/10.1145/3274694.3274696

[88] Weidong Shi, H. S. Lee, M. Ghosh, Chenghuai Lu, and A. Boldyreva. 2005. High
efficiency counter mode security architecture via prediction and precomputation.
In 32nd International Symposium on Computer Architecture (ISCA’05). 14–24. https:
//doi.org/10.1109/ISCA.2005.30

[89] Xilinx. 2018. CHaiDNN-v2: HLS based Deep Neural Network Accelerator Library
for Xilinx Ultrascale+ MPSoCs. https://github.com/Xilinx/CHaiDNN.

[90] Chenyu Yan, Daniel Englender, Milos Prvulovic, Brian Rogers, and Yan Solihin.
2006. Improving Cost, Performance, and Security of Memory Encryption and
Authentication. SIGARCH Comput. Archit. News 34, 2 (May 2006), 179–190.
https://doi.org/10.1145/1150019.1136502

[91] Mengjia Yan, ChristopherW. Fletcher, and Josep Torrellas. 2020. Cache Telepathy:
Leveraging Shared Resource Attacks to Learn DNNArchitectures. In 29th USENIX
Security Symposium (USENIX Security 20). USENIX Association, 2003–2020. https:
//www.usenix.org/conference/usenixsecurity20/presentation/yan

[92] Jun Yang, Youtao Zhang, and Lan Gao. 2003. Fast Secure Processor for Inhibiting
Software Piracy and Tampering. In Proceedings of the 36th Annual IEEE/ACM
International Symposium onMicroarchitecture (MICRO 36). IEEEComputer Society,
USA, 351.

[93] Jialiang Zhang, Soroosh Khoram, and Jing Li. 2017. Boosting the Perfor-
mance of FPGA-Based Graph Processor Using Hybrid Memory Cube: A Case
for Breadth First Search. In Proceedings of the 2017 ACM/SIGDA International
Symposium on Field-Programmable Gate Arrays (Monterey, California, USA)
(FPGA ’17). Association for Computing Machinery, New York, NY, USA, 207–216.
https://doi.org/10.1145/3020078.3021737

[94] Mark Zhao, Mingyu Gao, and Christos Kozyrakis. 2022. ShEF: Shielded Enclaves
for Cloud FPGAs. Association for Computing Machinery, New York, NY, USA,
1070–1085. https://doi.org/10.1145/3503222.3507733

[95] Shijie Zhou, Charalampos Chelmis, and Viktor K. Prasanna. 2015. Optimizing
memory performance for FPGA implementation of pagerank. In 2015 International
Conference on ReConFigurable Computing and FPGAs (ReConFig). 1–6. https:
//doi.org/10.1109/ReConFig.2015.7393332

[96] Jianping Zhu, Rui Hou, XiaoFeng Wang, Wenhao Wang, Jiangfeng Cao, Boyan
Zhao, Zhongpu Wang, Yuhui Zhang, Jiameng Ying, Lixin Zhang, and Dan Meng.
2020. Enabling Rack-scale Confidential Computing using Heterogeneous Trusted
Execution Environment. In 2020 IEEE Symposium on Security and Privacy (SP).
1450–1465. https://doi.org/10.1109/SP40000.2020.00054

https://doi.org/10.1109/MICRO.2006.11
https://doi.org/10.1109/MICRO.2006.11
http://dl.acm.org/citation.cfm?id=956417.956575
https://doi.org/10.1145/782814.782838
https://arxiv.org/abs/1703.09039
http://arxiv.org/abs/1703.09039
https://doi.org/10.1145/2150976.2151022
https://doi.org/10.1145/3173162.3177155
https://doi.org/10.1145/3173162.3177155
https://doi.org/10.1145/378993.379237
https://arxiv.org/abs/1810.00602
http://arxiv.org/abs/1810.00602
https://openreview.net/forum?id=rJVorjCcKQ
https://doi.org/10.1145/3173162.3173193
https://www.usenix.org/conference/osdi18/presentation/volos
https://www.microsoft.com/en-us/research/publication/securenn-efficient-and-private-neural-network-training/
https://www.microsoft.com/en-us/research/publication/securenn-efficient-and-private-neural-network-training/
https://doi.org/10.1145/3310273.3323070
https://doi.org/10.1145/3310273.3323070
https://doi.org/10.1145/3274694.3274696
https://doi.org/10.1145/3274694.3274696
https://doi.org/10.1109/ISCA.2005.30
https://doi.org/10.1109/ISCA.2005.30
https://github.com/Xilinx/CHaiDNN
https://doi.org/10.1145/1150019.1136502
https://www.usenix.org/conference/usenixsecurity20/presentation/yan
https://www.usenix.org/conference/usenixsecurity20/presentation/yan
https://doi.org/10.1145/3020078.3021737
https://doi.org/10.1145/3503222.3507733
https://doi.org/10.1109/ReConFig.2015.7393332
https://doi.org/10.1109/ReConFig.2015.7393332
https://doi.org/10.1109/SP40000.2020.00054

	Abstract
	1 Introduction
	2 Secure Accelerator Architecture
	3 MGX: Near-zero overhead memory protection for accelerator
	3.1 Memory Protection Basics
	3.2 Intuition
	3.3 MGX Scheme
	3.4 Security Analysis

	4 MGX for DNN Acceleration
	4.1 Background on DNNs
	4.2 Workflow of Secure DNN Acceleration
	4.3 Version Number Generation for DNNs

	5 MGX for Graph Processing
	5.1 Background on Graph Algorithms
	5.2 Version Number Generation for GraphBLAS

	6 Evaluation
	6.1 Accelerator and Simulation Setup
	6.2 Experimental Results
	6.3 Case Study on Existing Accelerators

	7 Discussion
	7.1 Applicability of MGX
	7.2 Static and Dynamic DNN Pruning

	8 Related Work
	9 Conclusion
	10 Acknowledgment
	References

