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Abstract
The scale of printed circuit board (PCB) designs has increased sig-
nificantly, with modern commercial designs featuring more than
10,000 components. However, the placement process heavily re-
lies on manual efforts that take weeks to complete, highlighting
the need for automated PCB placement methods. The challenges
of PCB placement arise from its flexible design space and limited
routing resources. Existing automated PCB placement tools have
achieved limited success in quality and scalability. In contrast, very
large-scale integration (VLSI) placement methods have proven to
be scalable for designs with millions of cells and delivering high-
quality results. Therefore, we propose Cypress, a scalable, GPU-
accelerated PCB placementmethod inspired by VLSI. It incorporates
tailored cost functions, constraint handling, and optimized tech-
niques adapted for PCB layouts. In addition, there is an increasing
demand for realistic and open-source benchmarks to (1) enable
meaningful comparisons between tools and (2) establish perfor-
mance baselines to track progress in PCB placement technology.
To address this gap, we present a PCB benchmark suite synthesized
from real commercial designs. We evaluate our method against
state-of-the-art commercial and academic PCB placement tools
with the benchmark suite. Our approach demonstrates a 1–5.9×
higher routability on the proposed benchmarks. For fully routed
designs, Cypress achieves 1–19.7× shorter routed track lengths.
With GPU acceleration, Cypress delivers up to 492.3× speedup in
run time. Finally, we demonstrate scalability to real commercial
designs, a capability unmatched by existing tools.

CCS Concepts
• Hardware → PCB design and layout; Placement; Design
databases for EDA.
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1 Introduction
PCB placement and routing (PnR) is typically carried out manually
by PCB layout engineers. However, with the increasing integration
density and scale of PCB design, this manual process takes many
weeks. Approximately 50% of the total PCB design time is spent on
component placement [37], making it a significant bottleneck in the
design process. Despite decades of research on design automation,
the industry has yet to adopt automated PCB placement tools widely.
An important reason is that existing PCB placement tools struggle
with large-scale designs and achieve limited placement quality.
For example, the state-of-the-art commercial PCB PnR solution
Quilter [37] takes 2.6 hours to layout a design with 176 components.
RePlace [8] fails to find a routable placement for multilayer PCB
designs with components of diverse sizes [7].

The challenge of PCB PnR lies in its complex design space and
limited routing resources [30]. Unlike VLSI, PCB placement has a
flexible design space with diverse-sized components that can be
rotated and placed on both sides of the board. The shape of the PCB
board and the components are often irregular. VLSI routing utilizes
rectilinear single nets with many small vias across numerous rout-
ing layers, while PCBs employ bus-level traces that allow greater
freedom in angles but typically use fewer routing layers.

In contrast, VLSI placement methods are widely used in standard
cell IC designs and mixed-size system-on-chip (SoC) designs. Ana-
lytical methods such as mPL6 [3], NTUplace [4, 5, 20], ePlace [31–
33] formulate placement as a mathematical optimization problem.
DREAMPlace-based methods [14, 25, 27, 28] leverage gradient de-
scent, modern machine learning optimizers, and GPU acceleration
to accelerate placement and improve solution quality. These VLSI
placement algorithms have been proven to be scalable for designs
with millions of cells and deliver high-quality results. Therefore,
we propose Cypress 1, a VLSI-inspired PCB placement approach
with tailored cost functions, constraint handling, and optimization
1Cypress and the PCB placement benchmark suite is open-source and available at
https://github.com/NVlabs/Cypress.

https://doi.org/10.1145/3698364.3705346
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techniques to improve both the design quality and the scalability.
Although VLSI-inspired methods enhance scalability and place-
ment quality, there is no single solution for PCB placement. Critical
components, such as those for high-current or high-speed signals,
often require careful manual placement and routing. Our work
focuses on a fast placement routine for noncritical components,
helping designers accelerate the iterative process needed to meet
performance requirements and design constraints.

We also highlight the lack of high-quality benchmarks for the
PCB placement problem. To enable meaningful comparisons be-
tween tools and establish a performance baseline, we introduce
a realistic open-source PCB placement benchmark consisting of
10 synthesized designs with noncritical components. These bench-
marks are derived from commercial PCB designs and insight into
how engineers approach manual PCB layout. Finally, we evaluate
Cypress against state-of-the-art PCB placement tools from industry,
open source projects, and academia, using both proposed bench-
marks and large-scale commercial PCB designs.

We summarize our contributions as follows:

• Tailored cost functions for PCB placement. Our method in-
troduces a novel problem formulation tailored specifically for
PCB placement, incorporating orientation-aware wirelength, den-
sity, and net crossing. This formulation addresses the unique
challenges of PCB design, enabling more accurate evaluation and
optimization in real-world scenarios.
• Scalability. Cypress efficiently handles large-scale PCB designs
with GPU acceleration. Evaluation results show up to 492.3× run
time improvement over the current state-of-the-art solutions.
• Open source benchmark. We propose a synthesized PCB place-
ment benchmark suite based on real PCB designs as well as
related tools to visualize and interface with commercial and open-
source EDA tools.
• Evaluation on real commercial designs. Cypress is evaluated
on industrial PCB designs with thousands of components. These
tests confirm the practicality and effectiveness of our methods
across realistic sizes and complexities.

2 Related Work
The automation of PCB placement intersects several disciplines,
including electronic design automation (EDA), optimization algo-
rithms, and machine learning. This section reviews related litera-
ture that has contributed to the development of techniques in these
areas, with a particular focus on PCB and VLSI placement.

2.0.1 Adapted VLSI Placement Algorithms. VLSI placement research
has produced numerous algorithms to optimize component layouts
to minimize wirelength, delay, and other metrics. Techniques such
as simulated annealing [13, 16, 34], genetic algorithms [17, 23, 42],
particle swarm optimization [6, 40], and more recently, deep learn-
ing approaches [2, 41], have been adapted to address the PCB place-
ment problem. However, their practical use is hindered by scalability
challenges and a failure to account for PCB designs’ unique flexi-
bility, such as component rotation, dual-sided placement, and the
need to accommodate larger, more irregular components. Directly
applying VLSI placement algorithms to the PCB domain proves

ineffective: the standard RePlace algorithm [8] struggles to pro-
duce suitable solutions for multi-layer designs with components of
diverse sizes and shapes [7].

2.0.2 PCB Placement Specialization. Several works have intro-
duced PCB-specific cost functions and methods for handling con-
straints. For instance, NS-Place [7] addresses PCB routability by
formulating the problem as separating net convex hulls, a formula-
tion closely related to support vector machines (SVM). Additionally,
some efforts have focused on managing component rotation. Hsu
et al. [18] extend the log-sum-exp differentiable wirelength model
to account for arbitrary component rotation, while Lin et al. [26]
refine this approach by defining a mapping function that translates
arbitrary rotations into valid orientations.

2.0.3 Machine Learning in PCB Placement. The application of ma-
chine learning to PCB placement is relatively recent. Several ap-
proaches have attempted to use neural networks and reinforcement
learning to predict more optimal placements [15]. These methods
aim to capture the tacit knowledge of experienced designers and
translate it into actionable placement strategies. Notably, some
frameworks introduce learnable multi-objective cost models that
adapt to the specificities of each PCB project, offering a promising
avenue for managing the complex trade-offs involved in placement
decisions [1].

2.0.4 Commercial and Open Source PCB Placement Tools. Sev-
eral automated PCB placement tools exist in both commercial and
open-source domains. Cadence Allegro X AI employs a decision-
making approach to PCB placement, utilizing Monte Carlo Tree
Search (MCTS) to solve placement challenges [21, 24]. However, this
method is typically constrained to smaller designs due to substantial
computational and memory demands. Quilter [37] uses reinforce-
ment learning to explore the design space, performing placement
and routing simultaneously. Its current capabilities support boards
with fewer than 1,000 pins, 100 components, 10% density, 500MHz
signals, and 2A currents. Moreover, generating design candidates
can take up to several hours. In the open-source community, the
OpenROAD Project offers a simulated annealing-based PCB placer
(SA-PCB) that supports component rotation [10].

3 Preliminaries
In this section, we introduce key concepts and workflows relevant
to modern PCB design and the state-of-the-art placement algorithm.

3.1 Commercial PCB Design
In the modern commercial PCB design process, the workflow begins
with schematic capture, where engineers create a circuit diagram
that defines the electrical connections between components. Then
follows part selection, where suitable components are chosen based
on performance, cost, and availability. The design is then translated
into a netlist, a data structure that lists all the connections between
components. After the schematic is complete, the physical design
phase begins. Here, components are placed on the PCB layout,
and their positions must satisfy a variety of constraints, including
electrical performance, signal integrity, thermal management, and
mechanical considerations. PCB components can be rotated during
placement. However, they cannot be rotated to arbitrary angles;
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Table 1: Notations

Notation Description Notation Description
𝐸 Set of nets x, y Components center locations
𝜽 Components orientations Θ = {𝑜1, 𝑜2, ..., 𝑜𝑛} Set of legal orientations (ordered)
𝑐 Component 𝑐 (𝑥𝑐 , 𝑦𝑐 , 𝜃𝑐 ) Center location/orientation of 𝑐
𝑣𝑘 Pin 𝑘 (𝑥off

𝑘
, 𝑦off

𝑘
) Offsets of 𝑣𝑘 from (𝑥𝑐 , 𝑦𝑐 )

WL, NC Wirelength, Net Crossing D Density
𝜆𝐷 Density weight 𝜆𝑁𝐶 Net crossing weight
Px,y Preconditioner for x, y P𝝅 Preconditioner for orientation

instead, they can only be rotated to a set of legal orientations, such
as 90, 180, or 270 degrees.

Once the initial layout is completed, the design undergoes rout-
ing, where traces are drawn to connect the components according
to the netlist. This is followed by Design Rule Checks (DRCs) to
ensure that the layout adheres to manufacturing requirements and
standards. Throughout the process, the design must go through
multiple rounds of peer review and verification to address poten-
tial issues related to signal integrity, power delivery, and thermal
performance. A key bottleneck in this flow is the placement phase,
which can consume around 50% of the overall design time [37].
Optimizing component placement is critical as it directly impacts
the ease and quality of routing, subsequently the overall design
performance, and manufacturability of the PCB.

3.2 DREAMPlace
DREAMPlace builds upon the ePlace [33] and RePlace [8] algo-
rithms by leveraging GPU acceleration to achieve high-quality
global placement results. DREAMPlace frames the global placement
task as a wirelength minimization problem with density penalties.
This problem is solved by classical optimization methods, such as
gradient descent, applied to a nonlinear, unconstrained formulation:

min
x,y

∑︁
𝑒∈𝐸

𝑤𝑒 WL(𝑒; x, y) + 𝜆D(x, y), (1)

where 𝐸 represents the set of nets, while (x, y) denote the cell
coordinates. The term WL(𝑒 ; x, y) is a smoothed approximation of
the half-perimeter wirelength (HPWL) for each net 𝑒 , and D(x, y)
is a smoothed density function, modeled as the potential energy in
an electrostatic system where cells act as charges. The density is
computed by solving Poisson’s equation through spectral methods,
specifically using a two-dimensional fast Fourier transform (FFT).
Net weights𝑤𝑒 can account for timing constraints. Additionally, a
Lagrange multiplier 𝜆 is gradually increased to prevent cell overlaps.
DREAMPlace calculates wirelength and density gradients through
GPU-accelerated algorithms, utilizing the PyTorch framework to
achieve efficient computation.

4 Cypress Framework
Our framework models PCB placement as a multi-objective op-
timization problem, solved through a gradient descent approach.
To optimize for routability, we introduce PCB-specific cost func-
tions tailored to the problem’s unique constraints. In addition, the
framework employs Bayesian optimization to effectively explore
the parameter space, leading to improved solution quality. The
notation is listed in Table 1.

4.1 Problem Formulation
We focus on placing surface-mounted, noncritical components on a
rectilinear PCB’s top and bottom layers/sides. The framework takes
a PCB netlist with pre-assigned layers as input. Some components,
such as mechanical or high-speed, high-current critical elements,
are fixed in place, and pre-routed high-speed traces can also be
included as placement blockages if needed. Components can be of
any shape and can be placed anywhere on the assigned layer as
long as they meet spacing constraints. The goal is to assign each
component 𝑐 a coordinate (𝑥𝑐 , 𝑦𝑐 ) and a legal orientation 𝜃𝑐 to
maximize routability. While routability is the prominent goal of
PCB placement, we will realize it through optimizing the multiple
proxies presented later (i.e., wirelength, net crossing, and density).

4.2 PCB-Specific Cost Functions
PCB placement differs from mixed-size VLSI placement in several
key ways. First, PCB components can be placed anywhere on a
layer, unlike standard cell placement in VLSI, which is constrained
by fixed rows and sites. Second, PCBs have far fewer routing re-
sources. While VLSI benefits from multiple stacked metal layers,
often making routing a 3D problem, PCB routing is restricted to
a much more limited 2D space, making it significantly harder to
route crossing nets. Finally, PCB components can rotate to any legal
orientation, a flexibility not typically considered in VLSI placement.
To this end, we propose the following PCB-specific cost functions
to maximize routability.

4.2.1 Net Crossing. To address the challenge of limited routing
resources in PCBs, we define a metric called net crossing to capture
routing conflicts on the same copper layer.

Source

Sink 2

Sink 3

Net Track

Src-Sink Pairs 

Sink 1

L1

L2

𝑥!, 𝑦!

𝑥", 𝑦"
𝑥#, 𝑦#

𝑥$, 𝑦$

(a) Net as pin pairs (b) Pin pair crossing

Figure 1: Net crossing definition — First, we represent a multi-
pin net as a set of line segments. Each line segment starts
from the source pin and ends at the sink pin. The net cross-
ing is then defined as the sum of all pin pairs’ line segment
crossing.

Fig. 1 illustrates the definition of net crossing.We first decompose
each multi-pin net into pin pairs. As described in Algorithm 1, this
transformation converts a multi-pin net into a list of pin pairs. Each
pair connects the source pin to one of the sink pins with a line
segment, as shown in Fig. 1(a). At the placement stage, a net is
defined as the electrical connection between a source pin and its
sink pins, without any information about the net’s topology. The
source-sink pin pair model serves as a general representation of
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Algorithm 1: Transform Multi-Pin Nets to Pin-Pair Model

Input: 𝑁𝑒𝑡𝑠 // A list of multi-pin nets. Each net

𝑁𝑖 = (𝑠𝑜𝑢𝑟𝑐𝑒𝑖 , 𝑆𝑖𝑛𝑘𝑠𝑖 )
Output: 𝑃𝑖𝑛𝑃𝑎𝑖𝑟𝑠 // A list of pin pairs representing

the nets

1 𝑃𝑖𝑛𝑃𝑎𝑖𝑟𝑠 ← ∅ // Initialize the output list

2 foreach 𝑁𝑖 ∈ 𝑁𝑒𝑡𝑠 do
3 𝑠𝑜𝑢𝑟𝑐𝑒 ← 𝑁𝑖 .𝑠𝑜𝑢𝑟𝑐𝑒 // Extract the source pin

4 foreach 𝑠𝑖𝑛𝑘 ∈ 𝑁𝑖 .𝑆𝑖𝑛𝑘𝑠 do
// Add the pin pair to the list

5 𝑃𝑖𝑛𝑃𝑎𝑖𝑟𝑠 ← 𝑃𝑖𝑛𝑃𝑎𝑖𝑟𝑠 ∪ { (𝑠𝑜𝑢𝑟𝑐𝑒, 𝑠𝑖𝑛𝑘 ) }
6 end
7 end
8 return 𝑃𝑖𝑛𝑃𝑎𝑖𝑟𝑠

both manual and automated routing approaches. Then, a crossing
score is defined between two line segments on the same layer. As
an example, we define the crossing for a pair of line segments 𝐿1
and 𝐿2 as depicted in Fig. 1(b). First, we express 𝐿1 and 𝐿2 in the
first degree Bézier form:

𝐿1 =

[
𝑥1
𝑦1

]
+ 𝑡

[
𝑥2 − 𝑥1
𝑦2 − 𝑦1

]
, 𝐿2 =

[
𝑥3
𝑦3

]
+ 𝑢

[
𝑥4 − 𝑥3
𝑦4 − 𝑦3

]
(2)

where (𝑥𝑖 , 𝑦𝑖 ) is the coordinate of pin 𝑣𝑖 , 𝑡 and 𝑢 are Bézier param-
eters defined as follows:

𝑡 =
(𝑥1 − 𝑥3) (𝑦3 − 𝑦4) − (𝑦1 − 𝑦3) (𝑥3 − 𝑥4)
(𝑥1 − 𝑥2) (𝑦3 − 𝑦4) − (𝑦1 − 𝑦2) (𝑥3 − 𝑥4) + 𝜖

𝑢 = − (𝑥1 − 𝑥2) (𝑦1 − 𝑦3) − (𝑦1 − 𝑦2) (𝑥1 − 𝑥3)
(𝑥1 − 𝑥2) (𝑦3 − 𝑦4) − (𝑦1 − 𝑦2) (𝑥3 − 𝑥4) + 𝜖

(3)

where we introduce a small value 𝜖 to prevent division by zero,
such as when 𝐿1 and 𝐿2 are parallel. There is an intersection of 𝐿1
and 𝐿2 if 0 ≤ 𝑡 ≤ 1 and 0 ≤ 𝑢 ≤ 1 simultaneously. We apply a
bell-shaped function similar to the one in the density function of
NTUPlace3 [5] to obtain a smooth cost function:

Crossing(𝐿1, 𝐿2) = 𝐵(𝑡 − 0.5)𝐵(𝑢 − 0.5) (4)
where 𝐵 is the bell-shaped function defined as follows:

𝐵(𝑥) =

1 − 𝜈𝑥2, 0 ≤ |𝑥 | ≤ 0.5
𝜇 ( |𝑥 | − 𝜎)2 , 0.5 ≤ |𝑥 | ≤ 1
0, |𝑥 | ≥ 1.

(5)

𝜈 , 𝜇, 𝜎 are tunable parameters subject to 1−0.25𝜈 = 𝜇 (0.5−𝜎)2. The
cost in (4) will be strictly positive when segments cross, serving
as penalty. Finally, the net crossing NC for the entire design is the
sum of all crossings between pairs of line segments on the same
layer, i.e., NC =

∑
(𝑖, 𝑗 ) Crossing(𝐿𝑖 , 𝐿𝑗 ) where 𝐿𝑖 and 𝐿𝑗 are on the

same layer. The layer of two line segments can be determined based
on their pins: if all four pins of the segments belong to the same
layer, the segments are considered to be on the same layer. Note
that crossings are only calculated for line segments on the same
layer, as segments on different layers do not physically intersect and
therefore do not pose a conflict in routing resources. In practice,

this can be computed very fast in parallel on GPUs despite the
quadratic complexity.

(a) Net crossing (b) Net convex hull

Figure 2: The net crossing provides a more accurate routing
model than the convex hull. The two nets (green and blue)
do not have a routing resource conflict in our net crossing
definition. However, the net convex hull model inaccurately
identifies a conflict between them.

NS-Place [7] developed a concept similar to net crossing by sep-
arating the convex hulls of nets, resulting in a problem formulation
that closely resembles a support vector machine (SVM). We argue
that the net convex hull model is too restrictive — no overlap be-
tween convex hulls implies zero net crossings — and less accurate
than our net crossing model. As shown in Fig. 2, the two nets are
represented as pin pairs in Fig. 2(a) and convex hulls in Fig. 2(b).
When calculating net crossings in Fig. 2(a), the result is 0, which
is accurate because the two nets do not have a routing resource
conflict. However, in the convex hull model, overlap between con-
vex hulls indicates a routing conflict, which is inaccurate. The pin
pair-based approach better reflects how routers handle nets in PCB
designs.

(a) No routing conflict (b) Routing conflict present

Figure 3: Two net pairs with different source pins (marked in
red) butwith the same congestion score fromRUDY. (a) shows
no routing conflict, while (b) presents a routing conflict.

In VLSI placement, the RUDY model [38] is widely used to es-
timate routing congestion, a typical proxy for routability. RUDY
is calculated based on the available routing resources in a rout-
ing g-cell and its overlap with the net’s bounding box. This model
works well for VLSI routing because VLSI designs have grid-based
rectilinear routing systems with many metal layers, and routers
generally aim to route each net within the bounding box enclos-
ing all its pins. Multi-pin nets are also routed with a unique tree,
and not independent source-sink connections. Thus, RUDY is less
effective for PCBs, which have fewer metal layers, and where the
specific connections between pin pairs play a much larger role
and can be realized with more freedom (i.e., no grid and possible
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angled routing). Fig. 3 illustrates this: two cases with identical rout-
ing congestion RUDY scores show one with a routing conflict and
one without, highlighting that RUDY is a flawed model for PCB
routability.

4.2.2 Orientation-aware Wirelength Model. Given PCB compo-
nents’ large and diverse sizes, their orientations can significantly
impact placement quality, especially in terms of wirelength. We
extend the differentiable log-sum-exp (LSE) wirelength model [36]
to consider legal orientations. WL(x, y, 𝜽 ) is the total wirelength
for all nets with components rotations 𝜽 considered:

WL(x, y, 𝜽 ) = ∑
𝑒∈𝐸 𝛾

(
log

∑
𝑣𝑘 ∈𝑒 exp

(
𝑥𝑘
𝛾

)
+ log∑𝑣𝑘 ∈𝑒 exp

(
−𝑥𝑘𝛾

)
+ log∑𝑣𝑘 ∈𝑒 exp

(
𝑦𝑘
𝛾

)
+ log∑𝑣𝑘 ∈𝑒 exp

(
− 𝑦𝑘

𝛾

))
,

where (𝑥𝑘 , 𝑦𝑘 ) is the coordinate of pin 𝑣𝑘 :

𝑥𝑘 = 𝑥𝑐 + 𝑥off𝑘 cos𝜃𝑐 − 𝑦off𝑘 sin𝜃𝑐 ,

𝑦𝑘 = 𝑦𝑐 + 𝑥off𝑘 sin𝜃𝑐 − 𝑦off𝑘 cos𝜃𝑐 ,
(6)

subject to 𝜃𝑐 ∈ Θ. Parameter 𝛾 is a smoothness parameter that
controls the HPWL approximation accuracy (as→ 0). We relax the
categorical choice of a legal orientation to a softmax over all choices
using the Gumbel-Softmax reparameterization technique [19]. This
produces an 𝑛-dimensional sample vector 𝜿 , where 𝑛 = |Θ|, and
each element is defined as:

𝜅𝑖 =
exp ((log (𝜋𝑖 ) + 𝑔𝑖 ) /𝜏)∑𝑛
𝑗=1 exp

( (
log

(
𝜋 𝑗

)
+ 𝑔 𝑗

)
/𝜏
) for 𝑖 = 1, . . . , 𝑛. (7)

In Eq. 7, 𝑔𝑖 are i.i.d samples drawn from Gumbel(0, 1), and 𝜏 is
the softmax temperature. With this approach, the task of choos-
ing a legal orientation is relaxed to learning the continuous class
probability 𝜋 [19]. During the orientation optimization, we use the
continuous approximation of 𝜃𝑐 , defined as 𝜃𝑐 =

∑𝑛
𝑖=0 𝑜𝑖 · 𝜅𝑖 . After

the orientation optimization, we determine the legal orientation
choice as 𝑘 = argmax𝑖 [𝑔𝑖 + log (𝜋𝑖 )], and subsequently select the
legal orientation as 𝜃𝑐 = 𝑜𝑘 .

Algorithm 2: Cypress— Bilevel Placement Optimization

1 Create an initial placement parameterized by (x, y,𝝅 )
2 Obtain the global placement loss function L defined in (8).
3 while not converged do
4 1. Update positions x, y by descending ∇L while freezing 𝝅 ,

using Px,y as gradient preconditioner;
5 2. Update class probabilities 𝝅 by descending ∇L while

freezing x, y, using P𝝅 as gradient preconditioner;

6 Derive final placement by (x, y,𝝅 )
7 Legalize placement.

With the continuous relaxation, the optimization problem be-
comes jointly optimizing the component coordinates (x, y) and
the component orientations 𝜽 . Analogous to neural architecture
search using gradient descent [29], we apply a bilevel optimization
process [9], described in Algorithm 2.

4.2.3 Density. We follow the density model of DREAMPlace [27]
which models components as electric charges, density as potential
energy, and density gradient as electric field. The electric potential
and field distribution is obtained by solving Poisson’s equation
from the charge density distribution via spectral methods with a
two-dimensional fast Fourier transform (FFT). We define the den-
sity as D(x, y, 𝜽 ). Our modifications are specific to the PCB domain:
(1) The inclusion of 𝜽 remains consistent with the DREAMPlace
formulation, as components are first rotated, which potentially
swaps the height and width of a component when calculating the
density map, (2) Additionally, to account for the two-sided nature
of PCBs, we construct separate density maps for each side, ensur-
ing an accurate representation of the overall density. Note that in
our formulation, the side assigned to each component is predeter-
mined by the designer’s choice, and we leave as future work its
optimization.

4.2.4 Cost Function. To put everything together, the following
equation is the combined cost function we solve with gradient
descent:

L(x, y, 𝜽 ) = WL(x, y, 𝜽 ) + 𝜆𝐷 D(x, y, 𝜽 ) + 𝜆𝑁𝐶 NC(x, y, 𝜽 ) (8)

where 𝜆𝐷 , 𝜆𝑁𝐶 are the weights of the density and the net cross-
ing, respectively. At the beginning of the placement process, all
components are positioned at an initial starting point, minimizing
wirelength due to overlap. We then progressively increase the La-
grange multiplier 𝜆𝐷 for the density term to spread the components
and reach a minimal energy state at the end of global placement.
We adopt the dynamic density schedule introduced in DREAMPlace
3.0 [14], where the density weight is exponentially increased, con-
trolled by a density factor bounded within predefined lower and
upper limits. Simultaneously, the weight of the net crossing term,
𝜆𝑁𝐶 , gradually increases to reduce net crossings as components are
distributed. We apply a static linear schedule for the net crossing
weight: 𝜆𝑡+1

𝑁𝐶
= 𝜆𝑡

𝑁𝐶
+ 𝜂, with 𝜂 being a tunable parameter.

4.3 Preconditioning
We observed that the varying sizes of PCB components can lead
to slow convergence or even divergence during optimization. To
address this, we apply divergence-aware gradient precondition-
ing [14]. The second-order derivative of the wirelength objective is
estimated based on the pin count of each component [32], while
the second-order derivative of the density term is approximated by
the component area [27, 32], forming the diagonal of the Hessian
matrix. We found no preconditioning term was needed in practice
for the net crossing, given that the wirelength preconditioning
term can account for it. The precondition operator for updating the
positions x, y is then defined as follows:

Px,y = min
(
1,
(
∇2WL(x, y, 𝜽 ) + 𝛽𝜆𝐷∇2 D (x, y, 𝜽 )

)−1)
= min

(
1, (# pin(c) + 𝛽𝜆𝐷 area(c))−1

) (9)

where # pin(·) is the number of pins of a component, and area(·)
its area. We initialize 𝛽 to 1 and linearly increase it with each
iteration. This gradual increase in 𝛽 reduces the movement of larger
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components in the later stages of the optimization process. For
orientation updates, since class probabilities are only updated by
gradients from wirelength and net crossings, we omit the second
term of the preconditioning operation for the density calculation:

P𝝅 = min
(
1, # pin(c)−1

)
. (10)

4.4 Legalization
We build upon the approach used in DREAMPlace [27] to imple-
ment legalization as an operation. Unlike DREAMPlace, our method
legalizes the two PCB sides separately, ensuring that components
on the same side do not overlap. The process begins with a Tetris-
like procedure inspired by NTUplace3 [5], followed by Abacus
row-based legalization [39]. The process begins with a Tetris-like
procedure inspired by NTUplace3 [5], followed by Abacus row-
based legalization [39]. This step is performed after transferring
placement from GPU to CPU, where legalization is executed en-
tirely on a single CPU thread in just a few seconds, even for large
designs with tens of thousands of components.

4.5 Constraint Handling
Cypress supports two types of constraints commonly encountered
in PCB design: spacing constraints, which enforce a minimum
distance between components, and fixed-component constraints,
which account for pre-placed or immovable components.

4.5.1 Spacing Constraints. To enforce spacing constraints, Cypress
employs the macro halo technique introduced in AutoDMP [1].
This technique temporarily enlarges the effective footprint of each
component during placement, creating a virtual buffer that prevents
overlap. Once placement and legalization are complete, the halos
are removed, and the components revert to their original sizes while
maintaining the required spacing.

4.5.2 Fixed Components. In many PCB designs, certain compo-
nents are pre-placed and must remain fixed due to mechanical
constraints or performance requirements, such as high-speed or
high-current elements. For fixed components, Cypress takes their
positions and orientations into account when calculating the wire-
length, density, and net crossing, as well as during legalization,
while their positions and orientations are held constant by exclud-
ing them from the parameter update steps. To mitigate the potential
routing challenges posed by fixed components, Cypress optimizes
the placement of movable components to improve routability and
minimize wirelength by considering the positions of fixed compo-
nents in the loss function. This ensures that movable components
adapt to the constraints imposed by pre-placed obstacles, achieving
high routability and short wirelength.

For components with partial constraints, Cypress allows selec-
tive updates. For instance, the optimization can fix the position
(x, y) while adjusting the orientation 𝝅 , or vice versa. This flexibil-
ity is achieved by masking updates to specific parameters, enabling
fine-grained control over placement adjustments.

4.6 Design Space Exploration
DREAMPlace-based placers enable placement optimization with
the latest gradient optimizers, such as Adam and Nesterov. How-
ever, this opens up a search space for the optimizer parameters,
such as learning rate, weight decay, etc. In addition, the initial
placement location also affects the final solution quality. Therefore,
we follow AutoDMP [1] to use multi-objective Bayesian optimiza-
tion (MOTPE) for parameter space exploration. Table 2 lists the
parameter space we will tune in our experiments.

Table 2: Parameter space of Cypress

Parameter Search Range
horiz. initial position [0.2, 0.8](%)
vertical initial position [0.2, 0.8](%)
init. density weight [1e-6, 1.0]

target density [0.1, 1.0]
init. net crossing weight [1e-6, 1.0]

LogSumExp init. 𝛾 [0.1, 0.5]
init. learning rate [1e-4, 1e-2]

optimizer {Adam, Nesterov}

The design space exploration process can run in parallel across
multiple GPUs. The MOTPE algorithm searches for Pareto-optimal
points along the axes of wirelength (HPWL), net crossing, and den-
sity, effectively exploring the trade-offs between multiple objectives
to produce placements with high routability.

5 PCB Placement Benchmark
We develop a PCB benchmark suite based on realistic commercial
designs to facilitate comparison between PCB placement tools and
establish a meaningful baseline. The suite consists of two sets: a
small open-source set containing PCB designs with 41 to 476 com-
ponents, and a larger set with 5,118 to 6,628 components. Detailed
statistics are provided in Table 3, #movable refers to the number of
movable components.

5.1 Benchmark Synthesis Method
Existing PCB placement tools have limited scalability. For example,
Quilter has a 95% success rate for designs with less than 500 pins
and 100 components [37]. Therefore, we need to synthesize a bench-
mark suite of designs with 10s–100s of components to facilitate
meaningful comparison between tools. Additionally, we consider
how PCB engineers approach placement for larger designs. They of-
ten start by performing local placement on a subset of components
off-canvas, then position the group on the main board. These com-
ponent groups are typically chosen based on functionality, such as
placing a GPIO expander alongside its connected components. Such
practice makes small but realistic test cases particularly important
for industry.

Based on this observation, we synthesize 10 small PCB designs
small-1 to small-10. The benchmark data includes component
shapes, layer assignment, pin positions, net connections. These
designs are based on functional group of commercial PCB designs,
including Ethernet IC controller, power controller, GPIO expander,
CPLDs. Fig. 4 shows four examples of small benchmarks. Light
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Table 3: PCB Benchmark Suite Statistics

#components #movable #pins #nets
small-1 57 57 167 85
small-2 240 240 612 84
small-3 63 63 156 51
small-4 43 43 129 82
small-5 41 41 105 49
small-6 46 46 85 26
small-7 50 50 153 95
small-8 115 115 5334 199
small-9 476 476 2212 1513
small-10 136 136 582 403
big-1 6589 1714 18140 5620
big-2 6537 1918 21824 7190
big-3 5118 1293 11618 2914
big-4 6542 1922 21893 7166
big-5 6628 2152 20838 6937

(a) small-1 (b) small-2

(c) small-4 (d) small-7

Figure 4: Examples from the small PCB benchmark suite.

green indicates components on the top layer, deep green represents
components on the bottom layer, and black lines depict connections
between pins.

5.2 Proprietary Benchmarks
To evaluate the scalability of our approach, we included five large
benchmarks big-1 to big-5 based on real commercial PCB designs.
While these designs will not be part of the open-source bench-
mark, they are used exclusively for evaluating our tool. These fully
realized commercial designs feature pre-placed VDD, high-speed
signals, and ASICs. It is important to note that existing PCB place-
ment tools cannot handle designs of this scale, highlighting the
challenges our approach seeks to address.

5.3 PCB Intermediate Representation
PCB data formats are fragmented across different EDA tools. For
instance, KiCAD uses its own formats for PCB and schematics [22],
some placement tools rely on the Bookshelf format [35], and au-
torouters like Freerouting accept the Specctra DSN format [12]. To
address this fragmentation, we develop and open-source a YAML-
based PCB intermediate representation (IR) along with translation
tools to interface with KiCAD, IDF (Intermediate Dataformat), and
Bookshelf formats, as well as visualization toolkits. The PCB IR
captures component, pin, and net information in a format that is
portable, extensible, and easy to visualize, facilitating cross-platform
compatibility.

6 Experiments
The Cypress framework builds upon AutoDMP [1] and DREAM-
Place [14, 25, 27, 28], with PCB-specific cost functions implemented
as CUDA kernels and custom PyTorch operators. We evaluate Cy-
press on the proposed benchmarks, comparing it against three
baseline tools from academia, the open-source community, and
commercial solutions. To assess the scalability of Cypress, we also
test it on real commercial designs. The three baseline tools are:
(1) NS-Place [7], a state-of-the-art academic PCB placement tool
that uses a net separation formulation to optimize routability by
separating the convex hull of nets. It applies mixed-integer lin-
ear programming (MILP) for legalization. We obtain the NS-Place
implementation source code from GitHub2. Furthermore, we in-
troduce an enhanced NS-Place baseline, termed NS-Place+, which
replaces theMILP legalizationwith Cypress’s legalization algorithm
described in Section 4.4, as MILP demonstrates suboptimal perfor-
mance. (2) SA-PCB [10], an open-source tool from OpenROAD
based on simulated annealing which supports double-sided designs
and component rotation. (3) Quilter [37], a commercial solution
that employs reinforcement learning to automate PCB placement
and routing. We evaluate the placement solutions using several key
metrics: wirelength (HPWL), net crossing, routability, and routed
track length. To assess routability and routed track length, we uti-
lize FreeRouting v1.9.0 [12], an open-source PCB autorouter. For
all designs, we assume the board has two free copper layers for
routing. Routability is defined as the ratio of successfully routed
pin pairs to the total number of pin pairs reported by FreeRouting.

The reported run times are based on the following setup: Cypress
was executed on an NVIDIA V100 GPU, while NS-Place and SA-PCB
were run on an Intel Xeon 2.2GHz CPU with 80GB memory. Quilter
does not run locally; designs in kicad_pcb format were submitted
to Quilter’s cloud service and proprietary server infrastructure.
The Quilter experiments were conducted using its April 04, 2024
release with the following settings: two-sided PCB and no pre-
placed components, all other configurations are set to default.

6.1 Small Benchmark Results
In addition to the baseline placement tools, we include PCB engineer
placement results as a human baseline. It is important to note that
the human baseline is derived from a larger design, where additional
constraints, such as thermal considerations, are factored in. As a
result, the placement may be more conservative in accounting for
2https://github.com/choltz95/pcb-placement
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Table 4: Results of the small benchmark suite — HPWL denotes half-perimeter wirelength (lower is better), NC represents
net crossings (lower is better), RB indicates routability (higher is better), and TL denotes routed track length (lower is better).
Averages are normalized relative to SA-PCB.

SA-PCB NS-Place NS-Place+ Quilter Human Cypress
HPWL / NC RB / TL HPWL / NC RB / TL HPWL / NC RB / TL HPWL / NC RB / TL HPWL / NC RB / TL HPWL / NC RB / TL

S1 18.2K / 122.3 100.0% / 1.4K 7.9K / 82.1 60.8% / 0.4K 7.4K / 50.3 100.0% / 0.8K 2.3K / 137.4 100.0% / 0.3K 4.0K / 74.6 100.0% / 0.3K 1.6K / 46.5 100.0% / 0.2K
S2 92.6K / 172.9 100.0% / 9.0K 15.4K / 6.0 54.9% / 0.6K 60.8K / 1643.1 99.6% / 6.5K 26.2K / 79.3 100.0% / 3.2K 11.4K / 21.8 100.0% / 1.2K 6.5K / 36.1 100.0% / 1.1K
S3 11.0K / 81.0 99.0% / 1.2K 3.3K / 60.4 93.0% / 0.7K 6.7K / 96.9 100.0% / 0.8K 2.8K / 42.8 100.0% / 0.2K 3.7K / 111.0 100.0% / 0.2K 1.7K / 52.9 100.0% / 0.2K
S4 12.9K / 8.2 100.0% / 0.9K 4.8K / 0.6 17.8% / 0.1K 5.8K / 11.1 77.5% / 0.5K 4.1K / 10.0 100.0% / 0.2K 4.5K / 5.1 100.0% / 0.3K 1.8K / 6.2 100.0% / 0.2K
S5 6.0K / 23.4 91.0% / 0.6K 2.3K / 16.9 71.4% / 0.3K 6.2K / 46.8 80.4% / 0.5K 2.7K / 27.2 100.0% / 0.2K 2.3K / 17.8 100.0% / 0.2K 1.5K / 20.1 100.0% / 0.2K
S6 5.5K / 56.2 98.3% / 0.5K 3.5K / 31.3 86.4% / 0.5K 3.3K / 55.3 88.1% / 0.4K 2.0K / 41.9 100.0% / 0.1K 1.4K / 36.0 100.0% / 0.1K 0.9K / 18.4 100.0% / 0.1K
S7 11.4K / 20.7 96.6% / 0.6K 6.9K / 10.5 17.0% / 0.1K 7.2K / 17.3 61.7% / 0.6K 2.6K / 13.7 100.0% / 0.2K 2.9K / 4.5 100.0% / 0.2K 0.7K / 18.7 100.0% / 0.1K
S8 118.3K / 34.0 82.9% / 8.4K 44.0K / 31.5 63.1% / 2.7K 52.0K / 119.3 87.2% / 5.1K 21.2K / 25.6 100.0% / 2.1K 7.1K / 29.6 98.5% / 0.4K 3.7K / 9.7 100.0% / 0.4K
S9 1322.3K / 2164.7 98.6% / 23.8K - / - -% / - - / - -% / - - / - -% / - 161.5K / 1911.8 90.4% / 7.0K 25.0K / 809.3 100.0% / 3.5K
S10 131.1K / 123.7 81.5% / 7.8K 66.6K / 105.9 27.1% / 1.1K 113.1K / 157.0 86.2% / 8.5K 25.9K / 102.0 100.0% / 2.0K 16.4K / 164.6 100.0% / 1.0K 8.4K / 84.6 100.0% / 0.5K
Avg 1.0 / 1.0 1.0 / 1.0 0.38 / 0.54 0.58 / 0.21 0.64 / 3.42 0.92 / 0.78 0.22 / 0.75 1.06 / 0.28 0.13 / 0.72 1.06 / 0.13 0.07 / 0.46 1.06 / 0.1

(a) SA-PCB (97% routable) (b) NS-Place (17% routable) (c) NS-Place+ (62% routable)

(d) Quilter (100% routable) (e) Human (100% routable) (f) Cypress (100% routable)

Figure 5: Routed PCB design of benchmark small-7 placed by SA-PCB, NS-Place, NS-Place+, Quilter, Human, and Cypress. All
components are movable. Unrouted pin pairs are shown as black line segments.

nearby components, which explains why other tools achieve better
wirelength performance compared to the human baseline.

Table 4 shows the PCB placement results on 10 small bench-
marks. Note that net crossings are not integers because we employ
the continuous function definition given in Eq. 4. We performed
parameter space exploration using MOTPE for 30 iterations, using
four NVIDIA V100 GPUs in parallel. The DSE for small benchmarks
took between 3.3 to 29.4 minutes, producing a Pareto frontier. We
selected the design with the lowest HPWL as the final design. Cy-
press outperforms baseline tools across several metrics. Against
SA-PCB, Cypress improves HPWL by 75% to 98.1%, averaging 89.5%,
and net crossing by 45.7% on average, with a maximum of 79.1%.
Routability improves by 1.0–1.2×, and track length is 3.6–19.7×
shorter. Compared to NS-Place, Cypress improves HPWL by 69.3%
on average, and net crossing varies from a 963% degradation to a
69.4% improvement. Routability improves by 2.7×. Cypress achieves

an average HPWL improvement of 81.5% over NS-Place+, with net
crossing ranging from an 8.4% degradation to a 97.8% improvement.
Routability increases by 1.2×. Against Quilter, Cypress improves
HPWL by 57.8% on average, and net crossing by 57.8%. Routability
remains similar, except for S9, where Quilter failed and Cypress
produced a fully routable design. Compared to human designers,
Cypress improves HPWL by 34.4–84.5%, with an average of 54.2%,
while routability remains the same and track length decreases by
1.5×.

In terms of routability, NS-Place performs poorly due to unre-
solved overlaps caused by legalization failures. NS-Place employs
MILP with the Coin-or branch and cut (CBC) solver backend [11],
with a solver time-out limit of 60 minutes. The solver timed out
for benchmarks S1, S2, S4, S5, S6, S7, S8, and S10. To enable a fair
comparison with Cypress, we introduced an additional baseline,
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Figure 6: Scalability Comparison

NS-Place+, which replaces the MILP legalizer with Cypress’s le-
galization algorithm. After resolving overlaps, NS-Place+ exhibits
a 1.7× higher wirelength and 6.3× higher net crossing. Neverthe-
less, NS-Place+ achieves a 1.6× improvement in routability due to
successful legalization.

6.1.1 Scalability. Fig. 6 illustrates the relationship between the run
time and the number of components in the design. The run time of
SA-PCB increases linearly with component count, while Quilter’s
grows exponentially. Quilter’s longer run time can be attributed
to two factors: its reinforcement learning approach, which relies
on a sample learning process, and the fact that it includes routing
within the optimization cycle. For the NS-Place group, we exclude
the MILP legalization time and report only the net convex hull
separation optimization time. This decision is due to the frequent
timeouts of the NS-Place MILP solver, whereas NS-Place+ utilizes
Cypress’s legalizer, which complets in less than one second. In
contrast, Cypress exhibits strong scalability, largely due to its GPU
acceleration. It is important to note that the reported run time in
Fig. 6 for Cypress reflects the time for a single placement job, not
the full DSE run time.

Cypress’s DSE leverages parallel workers to evaluate multiple
design candidates in parallel across multiple GPUs, enabling faster
exploration by scaling the number of GPUs. Using four NVIDIA
V100 GPUs with four workers in parallel, the DSE for benchmarks
S1, S3, S4, S5, S6, S7, and S10 completes in 200.5 to 350.7 seconds,
S9 requires 584.5 seconds, and S2 takes 1764.7 seconds.

6.1.2 Results Analysis. To compare the results of each tool, we
use the small-7 design as an example. Figure 5 illustrates the
routed PCB designs produced by SA-PCB, NS-Place, NS-Place+,
Quilter, manual results, and Cypress. We analyze the strengths and
limitations of each baseline as follows:

• SA-PCB focuses on avoiding component overlap and minimiz-
ing wirelength, but due to an improper balance between these
objectives, it often pushes components to the borders. While
this improves routability for smaller designs, this approach can
degrade routability on a larger and denser design like small-9.

• NS-Place optimizes routability by minimizing the overlaps be-
tween the net convex hulls, a very conservative but less pre-
cise model than net crossing, as discussed in Section 4.2.1. Al-
though this is very efficient for avoiding net crossings, this over-
constraining without proper balance with density and wirelength
leads to suboptimal solutions where small components cluster
into non-overlapping convex hulls, causing blockages and se-
verely reducing routability. Furthermore, NS-Place depends heav-
ily on legalization to resolve overlaps, leading to substantial
deviations between global and detailed placement stages, thus
producing unpredictable results. The MILP-based legalization
approach, moreover, lacks scalability and frequently fails, leaving
the final solution with unresolved overlaps.
• NS-Place+ incorporates Cypress’s legalization algorithm in place
of MILP, effectively resolving overlaps with a runtime of less
than one second. Consequently, eliminating overlaps results in
increased wirelength. Additionally, we observe a degradation in
net crossing after overlap removal, indicating that NS-Place’s
over-constrained net convex hull separation contributes to over-
lap issues. While overlap removal improves routability, NS-Place
still fails to achieve 100% routability in many cases.
• Quilter, a closed-source commercial placer, leverages reinforce-
ment learning and integrates a router in the optimization loop,
yielding highly routable designs. However, this comes at the cost
of long run times and limited scalability.
• The human baseline is extracted from a larger design. Conse-
quently, the placement tends to be more conservative, accounting
for nearby components, which explains why Cypress achieves
better wirelength performance than the human baseline.

Finally, Cypress highlights the significance of multi-objective
optimization. By considering wirelength, net crossing, and den-
sity simultaneously, Cypress consistently produces highly routable
designs with low wirelength.

6.2 Big Benchmark Results
We compare Cypress under various configurations on commercial
designs. A direct comparison with fully human-designed layouts is
avoided, as human designers take into account a much broader set
of constraints, making such a comparison less meaningful. Instead,
this section is framed as an ablation study.

Table 5 presents the results of Cypress on five large benchmark
circuits (B1–B5), showing HPWL and net crossing (NC) under three
configurations: wirelength and density optimization, the addition
of net crossing optimization, and the inclusion of orientation-aware
placement. We used the same parameter space exploration setup
as for the small benchmark, with runtime ranging from 143 to 318
minutes.

In B1, Cypress starts with HPWL and net crossings (NC) of
2.87M and 100.7K, respectively. Adding net crossing minimization
reduces NC to 31.4K, with HPWL increasing slightly to 3.04M.
When orientation awareness is applied, HPWL returns to 2.87M,
and NC drops further to 15.3K. For B2, Cypress produces 6.53M
HPWL and 84.1K NC initially. After net crossing minimization, NC
reduces significantly to 15.6K without affecting HPWL. Adding
orientation awareness reduces NC slightly to 15.3K, while HPWL
remains unchanged. In B3, the initial configuration yields 1.33M
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(a) Human (b) Cypress

Figure 7: Placement result comparison of benchmark big-1: human v.s. Cypress. Green boxes represent components on the top
layer, blue boxes represent components on the bottom layer. Nets are omitted for clarity.

Table 5: Big benchmark suite results – HPWL denotes half-
perimeter wirelength (lower is better), NC stands for net
crossing (lower is better). Averages are normalized relative
to WL+Density.

WL + Density + Net Crossing + Orientation
HPWL NC HPWL NC HPWL NC

B1 2.87M 100.7K 3.04M 31.4K 2.87M 15.3K
B2 6.53M 84.1K 6.53M 15.6K 6.53M 15.3K
B3 1.33M 91.5K 1.36M 33.5K 1.33M 37.4K
B4 6.58M 78.9K 7.20M 9.7K 6.57M 16.8K
B5 5.24M 89.9K 7.25M 46.4K 6.28M 34.0K
Avg 1.0 1.0 1.13 0.31 1.05 0.27

HPWL and 91.5K NC. Net crossing minimization lowers NC to
33.5K, with a minor HPWL increase to 1.36M. However, orientation
awareness slightly increases NC to 37.4K, while HPWL returns to
1.33M. For B4, Cypress starts with 6.58M HPWL and 78.9K NC. Net
crossing minimization reduces NC to 9.7K, though HPWL rises to
7.20M. With orientation awareness, HPWL drops to 6.57M, while
NC increases slightly to 16.8K. Finally, in B5, the initial setup yields
5.24M HPWL and 89.9K NC. Minimizing net crossings reduces NC
to 46.4K but raises HPWL to 7.25M. Adding orientation awareness
improves HPWL to 6.28M and reduces NC further to 34.0K. We
observe similar trends in B1 through B5, where minimizing net
crossings increases wirelength, but adding orientation awareness
reduces HPWL again, resulting in an overall improved design.

Fig. 7 compares the human-placed large design big-1 with the
version generated by Cypress. We fixed critical components, such
as ASICs and power supply units, and allowed Cypress to place
the noncritical components, subject only to spacing constraints.
Green blocks represent components on the top layer, while blue
blocks represent components on the bottom layer. Cypress uses
bounding boxes to represent components, as shown in Fig. 7(b).
Overall, we observe similarities in clustering smaller components
between the human and Cypress placements. A notable difference

appears with the two central CPLDs: in the human design, they
are placed horizontally, while in the Cypress placement—guided
by wirelength, density, and net crossing—they are placed vertically,
though still in a symmetrical arrangement. Additionally, smaller
components have been pushed into the open spaces. Since we
did not apply keep out area constraints, this behavior is expected,
although it may not occur in real-world designs.

7 Limitations
Cypress supports spacing constraints during PCB placement but
does not yet handle height or alignment constraints. Height con-
straints (e.g., "keep-out" areas) prevent tall components from certain
regions, while alignment constraints require specific components to
be aligned. These constraints can be considered through penalties
in the objective function or through legalization, and preprocessing
can merge aligned components into single units during placement.

Cypress also does not handle critical components such as high-
current paths or high-speed signals. Instead, it focuses on fast place-
ment for noncritical components, accelerating the iterative design
process. Constraints like thermal, mechanical, and electromagnetic
factors are not formally encoded and are left for future work.

8 Conclusion
In this work, we presented a scalable, GPU-accelerated PCB place-
ment method inspired by VLSI techniques, addressing the chal-
lenges of flexible design spaces and routing constraints. Our ap-
proach outperforms state-of-the-art tools in routability, track length,
and run time, demonstrating superior scalability for large commer-
cial designs. We also introduced a synthesized benchmark suite to
support tool comparisons and track progress. The code and bench-
marks are open-sourced to advance research in PCB placement.
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