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Abstract—This paper introduces new techniques for ultra-
wideband joint spatial coding in order to establish a secure line-
of-sight (LOS) wireless communication link, performing precision
localization of point objects, and generating high-resolution
images from complex scenes. For the proposed technique, symbol
generation and coding are jointly performed by multiple widely
spaced transmitters. This method enables the transmission of
directionally-modulated signals that can only be decoded at a
desired angle, resulting in a secure communication link. It is
also shown that joint spatial coding by multiple transmitters
that are synchronized with each other enables the precise
localization of multiple point objects and allows high-resolution
three-dimensional imaging of distributed objects. The technique
is demonstrated experimentally in the frequency range 3–10 GHz
by generating and detecting ultra-wideband pulses.

Index Terms—Analog, coherent, encryption, imaging, localiza-
tion, pulse, radar, secure communication, synchronized, time-of-
flight, ultra-wideband

I. INTRODUCTION

The generation, radiation, and detection of electromagnetic
waves have come a long way since the invention of the
transistor in the early 1950s. Since then, we have developed
integrated circuits that form the backbone of the modern digital
revolution. Today’s silicon technology provides transistors with
fT and fmax of higher than 300 GHz. This paradigm shift
has opened the door to many exciting opportunities for the
millimeter-wave and THz research. These advances in silicon
technology have enabled the generation and detection of pico-
second pulses, which opens a variety of new possibilities. Due
to the small wavelengths of millimeter and THz waves, the
applications include (but not limited to) high-speed secure
wireless communication, three-dimentional (3D) radar imaging,
spectroscopy, wireless time-transfer, and many more [1]–[5].

In this work, we propose an ultra-wideband joint spatial
coding technique which enables substantial improvements
in the security of LOS wireless communication links and
in the resolution of 3D radar imaging systems. Such com-
munication systems are particularly useful where point-to-
point communication security is of paramount importance –
for example, communication in a military environment. High-
resolution imaging can, for example, be used for airport security
(replacing conventional mm-wave scanners), medical imaging,
and gesture recognition. In this paper, joint spatial coding is
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Fig. 1. Conventional beamforming of continuous wave (CW) based systems.
The complete transmit information is present in the main lobe as well as in the
side lobes. Any eavesdropper can receive and decode the information present
in the side lobes.

demonstrated using ultrashort pulses occupying the frequency
band of 3–10 GHz, as a proof-of-concept. The performance
of the proposed techniques can be improved further by using
even shorter pulse-widths.

The remainder of the paper is organized as follows. Section II
discusses how the proposed technique can be used to establish
a secure LOS communication link. Section III focuses on
the applications of this technique in localizing point objects.
Section IV discusses the use of this technique in imaging
complex scenes. Section V concludes the paper.

II. SECURE WIRELESS COMMUNICATION LINKS

In conventional line-of-sight (LOS) wireless communication
links, information generation is done at a single location in
space. In these architectures, although the radiated power is
focused at a desired angle that is determined by the antenna
radiation pattern [6], the information content is released to
all directions in space. In other words, an eavesdropper that
is equipped with a sensitive receiver [7] located outside of
the main antenna lobe observes the same, but attenuated,
time-domain waveform transmitted to the desired angle, as
illustrated in Fig. 1. Recently, the concept of Near-Field
Direct Antenna Modulation (NFDAM) [8] or directional
modulation [9] was introduced to increase the security of
communication links by generating information jointly with
multiple transmitters, resulting in a directional modulation
scheme. In these architectures, the time-domain waveform
transmitted to a desired direction differs from the waveform
transmitted to other angles, preventing eavesdroppers from cap-
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Fig. 2. Information generation with two tightly synchronized impulse
transmitters. The correct information is only present at the desired location.

turing the transmitted information signal. Traditional directional
modulation transmitters [9], [10] operate with narrow-band
signals, which limits their performance.

A. Joint Spatial Coding

For secure wireless communication, the key technique is to
separately encode signals on different transmitting antennas
such that the information itself is a function of spatial location.
Hence, the received information is different at each physical
location and only the targeted location containing the target
recipient can correctly decode the transmission. This feature
fundamentally transforms the weakly secure concept of energy
focused into a beam into a new paradigm of information
focused in space. We have shown that the spatial resolution
for correct decoding can be confined to a custom 3D area at
wavelength scale (millimeters). We propose a spatial encoding
architecture in which we tightly synchronize [5] multiple widely
spaced transmitting antennas at the symbol level to generate
information that is focused to a small spatial location and cannot
be decoded from a reflected path, nor from in front of or behind
the intended target location. Our technique shapes pulses across
antennas with different portions of the information encoded on
different antennas. This contrasts with conventional wireless
communication systems in which the complete constellation
symbol is transmitted from one antenna, or in the case of
highly directional phased arrays, from all antennas via a phase
offset per antenna. Spatial encoding fundamentally differs in
its topology: instead of sending the complete constellation
symbol (complete information) from a single antenna, a part
of the symbol (semi-symbol), which is a fraction of the total
amplitude, is sent from one antenna and the remaining fraction
is sent from other antennas. The transmitting antennas are
synchronized at the symbol level. A receiver that is placed
exactly at the focus point, where all the semi-symbols arrive
at the same time, adding coherently to the complete symbol.
The point where all the semi-symbols combine coherently is
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Fig. 3. The effect of time-delay in corrupting the time-domain waveforms.
(Left) Time-domain signals generated by each antenna. (Right) The combined
signal. (adapted from [2]).

unique in space, and thus, the communication can be said to
be spatially encoded.

The spatial encryption is illustrated with two transmitting
antennas, as shown in Fig. 2. sorig(t) denotes the complete
time-domain symbol. This signal is divided into two semi-
symbols, s1(t) and s2(t), such that sorig(t) = s1(t) + s2(t).
The signal s1(t) is generated by transmitter 1 (Tx1) and s2(t) is
generated by transmitter 2 (Tx2) using a two-channel arbitrary
waveform generator. Let τ1 and τ2 be the propagation delays
from Tx1 and Tx2 to a point P in space, respectively. The
received signal in space is given by s1(t − τ1) + s2(t − τ2).
When the point P is spaced equidistantly from Tx1 and Tx2,
both signals arrive at the same time, add coherently, and the
desired symbol sorig(t) is generated. In contrast, if the point P
is not spaced equidistantly from the two transmitters, s1(t)
and s2(t) arrive at different times, which results in a corrupted
time-domain waveform. Although this idea is described for
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TABLE I
SYMBOL GENERATION AT A DESIRED ANGLE WITH TWO TRANSMITTING ANTENNAS. (ADAPTED FROM [2])

Tx1 {Semi-symbol} (V) 0.1 0.1 0.2 0.1 0.2 0.3 0.1 0.2 0.3 0.4 0.2 0.3 0.4
Tx2 {Semi-symbol} (V) 0.1 0.2 0.1 0.3 0.2 0.1 0.4 0.3 0.2 0.1 0.4 0.3 0.2

Tx1+Tx2 {Complete symbol} (V) [Bits] 0.2 0.3 [00] 0.4 [01] 0.5 [10] 0.6 [11]

two transmitters (Tx1 and Tx2) and one receiver (Rx), it can
be scaled to multiple transmitters and receivers.

Now let us assume that the two synchronized transmitters
have amplitude modulation capability, each with an accuracy
of two bits. For a receiver equidistant from the transmitters,
the received signal will be the sum of the transmitted signals
(semi-symbols). Assume the bits “00”, “01”, “10”, and “11”
correspond to peak-to-peak voltages of 0.3 V, 0.4 V, 0.5 V, and
0.6 V, respectively, as shown in Table I. As shown in this table,
some of the complete symbols (for example, 0.4 V) can be
generated by different weightings between two transmitters.
These different weightings will result in the same complete
symbol, as long as the received is equidistant from the
transmitters. For non-equidistant receivers, the semi-symbols
will experience different delays, which will result in partial
overlapping or no overlapping of the semi-symbols in the time-
domain. Thus, the received symbol will be distorted, as shown
in Fig. 3. If the receiver uses a lookup table (Table I), this
incorrect amplitude will correspond to a different bit and it
will be decoded erroneously.

All the possible combinations of transmitted and received
symbols for an equidistant receiver antenna are tabulated in
Table I.

1) Semi-symbol selection: The final symbol to be sent
determines the pair of semi-symbols to be generated and the
transmitters pseudo-randomly choose one of the possible semi-
symbol pairs, as shown in Table I.

2) Matching received signal to a look-up table: A look-
up table is created to match the received amplitudes to
the corresponding bits. This look-up table is generated for
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Fig. 4. Experimental setup to demonstrate spatial encryption.
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Fig. 5. Setting threshold midway between the symbol voltages (adapted
from [2]).

equidistant receiver during the training period.
3) Beam steering and focusing: The location of the desired

receiver can be moved by introducing proper delays in the
transmitters. The point in space where all the semi-symbols co-
herently combine is controlled by the relative delays introduced
in the transmitters. A receiver located at this point will achieve
the lowest bit error rate. The convenience of changing the
location of the desired receiver by introducing relative delays
in the transmitters is one of the highlights of this architecture.

B. Experimental Results

In order to experimentally demonstrate the concept, a two
channel arbitrary waveform generator (Tektronix AWG7122C)
with internally locked channels is used. This arbitrary waveform
generator produces ultra-short pulses, which are then amplified
(RF-Lambda RLNA02G18GA) and radiated using a custom
impulse antenna. A similar antenna is used at the input of
the receiver. The received signal is then amplified by an LNA
(Mini-Circuits ZX60-14012l-S+) before being sampled by a
real-time oscilloscope (Tektronix DSA71804B). Fig. 4 shows
the experimental setup. The photograph of the setup is shown
in Fig. 8.

The measurement system is calibrated before the bit error rate
(BER) test is performed. During the calibration period, the non-
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Fig. 6. Effective radiation patterns of a single antenna and two coherently
transmitting antennas (adapted from [2]).
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Fig. 7. Measured bit error rate (BER) of the system. (Top) Measurement
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0–2◦. The BER measurement was done for the left side and mirrored the right
side, leveraging symmetry in the system (adapted from [2]).

linearity of the amplifier is compensated by pre-distorting the
semi-symbols. To pre-distort the semi-symbols, first, a voltage
ramp is generated and transmitted after being amplified by the
power amplifier. The transmitted ramp is received and amplified
by LNA before being captured by an oscilloscope (Fig. 4).
The received ramp is distorted because of the non-linearities
of the amplifier in the signal chain. Next, the transmitted ramp
is pre-distorted such that the received ramp is linear. The
final semi-symbol points are chosen on this pre-distorted ramp
to receive the correct amplitude at the receiver. Even after
the pre-distortion there are slight variations in the received
voltages. This is due to non-linearities in the system and to
channel effects. For example, if bit “01” is transmitted with
all possible semi-symbol combinations, the receiver should
receive an amplitude of 0.4 V. Due to the non-idealities in the
measurement, the received signal amplitude ranges from 0.39 V
to 0.41 V (Fig. 5). To assign received voltages to digital bits,
threshold levels are set between the symbol voltages, as shown
in Fig. 5. For instance, the ideal received voltage for bit “01”
is 0.4 V and for bit “10” is 0.5 V. A threshold is set at 0.45 V.
If the received signal amplitude is less than 0.45 V, bit “01” is
detected else bit “10” is detected.

The radiation pattern of a single impulse antenna can be

Fig. 8. Experimental setup to demonstrate spatial encryption (partially adapted
from [2]).

plotted by measuring the power of the radiated pulse as a
function of angle. The radiation pattern of one such used
antenna is very broad, as shown in Fig. 6. However, for the
case of two synchronized transmitting antennas, the combined
radiation pattern, generated by the sum of two coherent signals
transmitted by two antennas, becomes very narrow. This is
because as we move away from the center of the antennas,
the signals no longer combine coherently and the power drops
exponentially.

The robustness of a communication link is determined by

• Tx1
•

Tx2

• Rx1• Rx0•Rx2

Desired Direction Undesired DirectionUndesired Direction

Central 
Control

Precision 
Timing

Precision 
Timing

Fig. 9. Application of spatially secure point-to-point communication
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measuring the BER of the system. The BER of this link is
measured by using a pseudo-random number generator to
generate the transmit data. The symbols to be transmitted are
determined by the data to be transmitted. These symbols are
broken down into pairs of semi-symbols, chosen randomly
from Table I. The look-up table is used to convert the
received amplitude to corresponding bits. Finally, comparing
the transmitted and received bits gives us the BER.

The spatial information distribution of a communication link
is represented by plotting the BER as a function of spatial
distribution [2]. As shown in Fig. 7, a BER of 10-2 at 1◦

and 10-6 at 0.47◦ were measured. A linear extrapolation of
these results gives a BER of less than 10-10 at the center.
The sharpness of the BER curve shows how narrow the
spatial information distribution of this communication link is
(information beamwidth), even though the individual radiation
pattern of the single impulse antenna is relatively broad.

III. LOCALIZATION OF POINT OBJECTS

The ability to localize and image objects has significant
importance in radar and collision avoidance systems [11]–[13].
Techniques like time-of-flight (ToF) and angle-of-arrival (AoA)
have been used to triangulate the location of objects [14]–
[16]. Most CW radars are based on frequency modulated (i.e.,
FM-CW radars) [17], [18]. These radars have very narrow
bandwidth and limited range, and they suffer from ambiguity
due to the Doppler effect. Recently, ultra-wideband localization
systems have been introduced [14], [19], [20]. These systems
are more accurate than traditional FM-CW systems. However,
the inherent limitation of ToF/AoA architecture makes it
impossible for them to be used to image complex scenes.
This section explores the limitations of ToA/AoA and then
introduces a novel linearization-based imaging approach for
complex imaging.

In this section, point objects are localized using ultra-short
pulses and time-of-flight measurements (i.e., the time taken
by the pulse to travel to the object, get reflected, and travel
back to the transmitter). A locus of points whose total distance
from two points (transmitter and receiver) is constant forms
an ellipse, as shown in Fig. 10. As shown in this figure, the
method of triangulation with multiple ellipses can be used to
localize an object.

The block diagram of the experimental setup is shown in
Fig. 11. A two-channel arbitrary waveform generator (Tektronix
AWG7122C) is connected to the power amplifiers, each with
25 dB gain to generate the transmitted pulses. These signals are
radiated with impulse antennas. A similar impulse antenna is

RXT1 T2

Fig. 10. Time-of-flight triangulation for localizing an object
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Fig. 11. Experimental setup for pulse-based time-of-flight localization

used as a receiver, the signal of which is amplified by a 30 dB
gain LNA before being sampled by an oscilloscope. A copy
of the original transmitted pulse signal is also recorded by an
oscilloscope (Tektronix DSA71804B) to determine the time of
flight. In this experiment, the distance between the transmitters
is 940 mm and the receiver is placed in the middle but 150 mm
behind the transmitters to reduce the direct coupling between
the transmitters and the receiver.

The object to be localized is an acrylic rod with 12.5 mm in
diameter. Because acrylic has a very weak radar cross section,
a small stripe of aluminum foil, 10 mm in height, is wrapped
around the rod such that the middle of the stripe is at the
same height as the center of the antennas. All acquisitions are
automated using a GPIB-VISA protocol.

The reflected pulses from the object are amplified and
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recorded by an oscilloscope. The measured time of flight is
multiplied by the speed of light to calculate the round-trip
distance between the transmitter, the object, and the receiver.
Knowing the distance between the transmitter and the receiver,
an ellipse on which the object lies can be drawn. Several
transmitter/receiver pairs can be used to generate multiple
ellipses to triangulate the exact location of object(s).

Fig. 12 shows the reflected signal and the time delay caused
by the longer travel path. Fig. 13 shows the intersection of the
ellipses to triangulate the location of the object.

It is crucial to calibrate the setup as the experiments are both
time and distance sensitive. A two-stage calibration process was
deployed. During stage one, the cable lengths were adjusted in
such a way that both the transmitted signals reach the antennas
at the same time. Also, the delay in the signal path from
transmitter to antenna and antenna to receiver was carefully
measured. These data are later used in distance estimation.

In stage two, ultra-short pulses (∼200 ps pulse width) are
radiated using the impulse antennas. The object is removed
from the scene (imaging arena) and the reflected signal is
recorded. This captured time-domain signal contains data about
the background and its reflection signature. This signature is
later subtracted from the reflected signal of the scene with
the object present to increase the SNR of the system. Fig. 14
shows the reflected signal with and without the object. Fig. 15
shows the change in reflection signature due to the presence
of the object by subtracting the reflected signal with an object
from the reflected signal without an object.

1) Single object localization: To validate the proposed
architecture, various experiments were preformed to accurately
determine the location/position of the object. This was done
by placing an object on a one-dimensional travel table that
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can travel 300 mm with an accuracy of 0.01 mm. The rail was
in alignment with the receiver antenna such that the object
moved from 150 mm left of the receiver to 150 mm right of the
receiver, with steps of 10 mm, at a fixed perpendicular distance
of 780 mm from the receiver antenna. Such an orientation was
chosen because even though the object was moving in only one-
dimension, the total round trip distance changes parabolically,
thus emulating two-dimensional motion. The dashed curve in
Fig. 16 is the exact distance of the object from the receiver
during the sweep. The dots represent the measured distance
using the reported technique. It can be seen that the divergence
of the measured distance over the actual distance is small
and that the variance is of the order of a few millimeters.
Shown in Fig. 17 and Fig. 18 are the exact and calculated X,Y
co-ordinates of the object. Because the object is moving in
X-direction, the X coordinates increase linearly while the Y
coordinates stay the same.

2) Multiple object localization: Multiple object imaging
can be viewed as imaging discrete points. This assumption
is valid if the objects are small (i.e., single-point reflection is
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valid {Object size � Object distance and Object size � Pulse
length in the medium}), at a considerable distance from each
other, and do not occlude the radar signal. If such a pattern
is followed, multiple ellipses can be drawn to triangulate the
position of each point object. However, the above assumption
is not always true and then, imaging such a cluster is not
trivial. Another way to tackle this problem is beam-forming
and raster scan. Multiple transmitters can be used to beamform
the pulses to a particular point in 3D space. In pulse-based
systems, beamforming is done by adjusting the delays of the
transmitted pulses to sum coherently at a single point, where the
total power received is N2 (N being the number of transmitting
antennas). This point is swept in X ,Y and Z to get an accurate
depth image. However, one major disadvantage of this system
is the scan time, which makes it unsuitable for videography
or for imaging moving objects. Since the existing hardware is
limited to two transmitters and four real-time receivers, a novel
mathematical model for imaging with multiple transmitters and
receivers is introduced in the next section that is capable of
imaging complex and distributed objects.

IV. IMAGING OF COMPLEX SCENES

In scenarios where only one small object is present in front
of a pair of transmitters and receivers, the simple triangulation
approach discussed in Section III is sufficient to identify
their exact spatial location. For scenes that contain more
complex or multiple objects, such as the one illustrated in
Fig. 19, triangulation is no viable solution. Hence, in order to
enable imaging using the time-of-flight approach for complex
scenes, alternative methods to triangulation become necessary
(see [21]–[23] and the references therein). Reference [24]
proposed a frequency-modulated continuous-wave (FMCW)
radar approach that can be used for real-time through-wall
imaging. Reference [25] demonstrated imaging using an ultra-
wideband synthetic aperture radar. The authors proposed
a range-point migration technique to suppress undesirable
arc-shaped artifacts. Reference [26] used UWB pulses to
detect breast cancer. Their primarily methodology required
the knowledge of the difference in the dielectric constant
between the healthy and cancerous tissue, thus limiting its
scope. All of the methods in [24]–[26] show promising results
for simple scene reconstruction, but do not provide strategies
to perform imaging of complex scenes with occluded objects.
Their main principle, however, could be combined with the
approach proposed next.

We now describe a new linearization-based imaging approach
that enables the efficient recovery of complex scenes from time-
of-flight information. Our idea is to scale up the localization
system discussed in Section III to a larger transmit/receive
array, which can be used in combination with a novel recovery
algorithm to image complex scenes at low complexity. We
demonstrate the efficacy of the proposed approach using
simulation results.

A. Imaging System, Scene Model, and Recovery Problem

We assume an array of antennas consisting of MT trans-
mitters and MR receivers, which is placed at one side of the

T1 T3

Obj1

Obj2

ObjN

Obj4Obj3 Obj5

T2 R3R1 R2

Fig. 19. Illustration of the proposed pulse-based time-of-flight imaging system
consisting of MT = 3 transmitters and MR = 3 receivers. The goal is to
recover scenes containing multiple complex objects.

scene to be imaged (see Fig. 19). We then emit short pulses
from all transmitters and measure the signals at all receivers as
detailed in Sections II and III. The ultimate goal is to recover
the scene (i.e., localize and image the objects) solely using the
received time-of-flight information.

Instead of using triangulation, we propose to discretize the
scene (or area) to be imaged into multidimensional mesh
consisting of N square cells xi, i = 1, . . . , N . If there is
a reflecting object within the ith cell, then we assume that
xi = 1; for an empty cell, we assume xi = 0. Fig. 20 shows a
2-dimensional scene example that contains two contiguous and
large objects; the scene has been discretized into a 20 × 26
cell grid (N = 520).

From the receive signals measured at all MR receivers, our
goal is to recover the occupancy information contained in xi
for each cell. Unfortunately, scene recovery is a nontrivial task.
Consider, for example, the situation illustrated in Fig. 20. Here,
an object is occluded by another reflecting (or non-transparent)
object, i.e., invisible to (some of) the transmitters and receivers.

RX RX RX RX RXTX TX TX TX TX TX

xi

δi,αi

Occluded
Object

Continuous
Object

Fig. 20. Scene discretization and illustration of a scene where an object
(red) is occluded by another object (grey). Scene recovery tries to identify the
occupancy information contained in each cell xi using the received signals.



8

By solely considering the acquired signals, recovery of the
occluded object is impossible—its presence does not affect
the receive signals. Generally speaking, the occupancy of a
cell xi may affect the delay and amplitude patterns of another
object in cell xi′ , if an object in cell i is on a reflection
path of an object in cell i′ and vice versa. As a consequence,
the receivers do, in general, not see a linear superposition of
reflection information from occupied cells, which results in a
challenging non-linear scene recovery problem that requires
sophisticated scene recovery algorithms.

B. Linearized Scene Model

In order to arrive at a computationally efficient way to recover
such complex scenes, we propose to linearize the system. The
approach discussed in the following is inspired by the method
put forward in [27], which uses a linearization strategy to
detect objects in a light-curtain application.

Assume that only one transmitter is active and that only the
ith cell is occupied in the scene. For this situation, we can
characterize the reflected signals that are measured at each of
the j = 1, . . . ,MR receivers by their respective total travel
time δj,i of the transmitted pulse and their attenuation αj,i that
occurs on the paths to be reflected. Hence, we can compute
a so-called “occupancy signature,” which is characterized by
received time-domain signals at all MR receivers assuming that
only the ith cell is occupied. The main assumption underlying
the proposed linearized approach is that the occupancy of one
cell does not affect any other cell. This assumption leads to a
model for which all received time-domain signals are simply a
linear superposition of the occupancy signatures from all cells
that are occupied with reflective material.

More formally, we discretize the scene into an N -
dimensional occupancy vector x ∈ {0, 1}N (the information
of a discretized 2-dimensional scene is converted into one long
vector) and model the measured signals at the MR receivers
using the following linear, noisy input-output relation:

r = Φx + n. (1)

Here, the vector r ∈ RTMR contains all measured information
at the MR receivers over T time-domain samples, the matrix
Φ ∈ RTMR×N is defined by all N occupancy signatures, and
the vector n ∈ RTMR models additive noise in the system.

The remaining piece of the proposed model is the construc-
tion of the matrix Φ, which can be performed offline for a
given setup. In particular, one must fix all system parameters,
i.e., the number and locations of the transmitters and receivers,
the discretization of the scene to be recovered, and the pulse
waveforms as well as the time instants where each pulses at
every transmitter is emitted. For each of the N cells, one can
then assume that only the ith cell is occupied and compute
the time-domain signal at each of the MR receivers, assuming
that pulses at all MT transmitters were emitted. We can then
stack all MR received time-domain signals into a column
vector φi, which simply corresponds to the ith column of
the matrix Φ = [φ1 · · ·φN ]. This matrix can be constructed
off-line using a physical model of the imaging setup.

C. Low-Complexity Scene Recovery

For a given system setup and a given scene, the matrix Φ and
the vector r are given. Hence, the remaining task is to compute
an estimate of the occupancy vector x using this information.
By assuming i.i.d. Gaussian noise for the entries of the vector
n, the optimum recovery problem for the linearized system
in (1) is given by

x̂ = argmin
x∈{0,1}N

‖r−Φx‖2, (2)

where ‖ · ‖2 represents the Euclidean (or `2) norm. Unfortu-
nately, the binary constraint in (2) causes this problem to be
of combinatorial nature whose complexity is known to grow
exponentially in the number of cells N [28].

In order to arrive at a scene recovery method that can
be implemented in practice, we propose to relax the binary-
valued constraint x ∈ {0, 1}N to x ∈ RN , which leads to an
unconstrained least-squares problem that can be solved at low
complexity. In fact, this LS problem has a closed-form solution
x̃ = Φ†r, where Φ† is the pseudo-inverse of the matrix Φ.
Alternative ways for solving the this LS problem are to use
conjugate gradient methods [29], which are known to exhibit
even lower computational complexity than the pseudo inverse-
based approach. We conclude by noting that the proposed
relaxation entails a performance loss compared to that of (2),
which cannot be solved in reasonable time. Furthermore, our
simulation results in Section IV-D demonstrate the efficacy of
our approach, even for complex scenes that contain occlusion.

D. Simulation Results

In order to demonstrate the efficacy of the proposed imaging
method, we next show simulation results that rely upon accurate
physical models. Key in our simulation results is to generate
synthetic time-domain receiver signals for scenes that contain
occluded objects, i.e., the linearized model in (1) is only used
for recovery but not to generate synthetic receive signals. We
next detail the signal generation procedure and then show
corresponding imaging results.

1) Generation of synthetic receive signals: Complex scenes
that contain occluded objects cannot be modeled using the
linearized model (1). In contrary, in practice it is of paramount
importance to identify whether an object is contributing to
the receive signal or not. To this end, we generate synthetic
receive signals using ray-tracing, where we trace all paths from
every transmitter to every receiver for a given scene and check
whether the reflection is occluded or not. If a present object
occludes one of the rays, the receiver would not measure
the associated signal. For every path that is not occluded,
we can measure the delay and attenuation (which are both
functions of the propagation distance) and compute the received
time-domain signal. The final received time-domain signal
corresponds to a superposition of all paths that are not occluded.
Note that we ignore reflections from objects to objects as the
scenes considered next are fairly simple and the attenuation of
such higher-order reflections is generally low. Fig. 21 illustrates
the proposed ray-tracing approach. Objects in black color fully
contribute to the reflected signal, while the ones shown in red
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Fig. 21. Illustration of the ray-tracing method we used to synthesize the
received signals in the presence of scenes with occlusions.

are occluded and do not contribute to the received signals; the
green objects are partially occluded, i.e., reflections are only
seen at a subset of the MR receivers.

2) Simulation parameters: In order to validate the proposed
linearization-based imaging approach, we consider three distinct
synthetic scenes with varying complexity shown in Figure 22.
Each scene models a 2-dimensional imaging area of dimension
300×500mm2, where we discretize the area into 40×40 cells.
The simulated system is equipped with MT = 10 transmitters
and MR = 40 receivers arranged on a regular linear grid;
transmitters and receivers are interleaved in groups of one
and four antennas, respectively. The placement of the transmit
and receive antennas is shown in Fig. 22(b). We assume that
all transmitters emit a Gaussian pulse (center frequency of
1.2 GHz and 50% bandwidth) at the same time instant and with
the same power.

3) Results and discussion: Figures 22(a), (b), and (c)
show the synthetic scenes. The first scene shown in (a) is
occlusion free; the second scene shown in (b) contains only
partial occlusion; the third scene shown in (c) contains fully
occluded objects. Figures 22(d), (e), and (f) show the recovered
scenes using the proposed linearization-based imaging method
described in Section IV-C. Recovery of each scene only took
50 ms on an Intel i5 1.7 GHz laptop running MATLAB.

The first recovered scene in Fig. 22(d) shows that for a scene
without occlusion, we can extract accurate scene information;
in fact, our own results for the same scene without additive
noise shows perfect recovery of this scene. The reason for
this behavior is due to the fact that linearization is exact
for scenes without occlusion. The second recovered scene
in Fig. 22(e) shows that for a scene with partial occlusion,
we are still able to faithfully recover scene of interest. We
note, however, that for partially occluded objects, the result
is more affected by recovery artifacts; this is mostly due
to the fact that linearization is only approximating the real-
world behavior and ignoring occlusion leads to interference
artifacts. The third recovered scene in Fig. 22(f) shows that
for a scene with fully occluded objects, our approach only

recovers scene information from objects that are either not or
only partially occluded. As expected, the third layer completely
disappears as its presence or absence has absolutely no effect
on the received signals. These preliminary simulation results
demonstrate that our linearization-based imaging approach
already delivers acceptable quality, even for complex scenes
with partially occluded objects at low SNR and with a simple
recovery algorithm.

E. Possible Improvements

There exist a number of techniques that will further improve
the quality of our approach. For example, our own simulations
have shown that by increasing the transmitters and/or receivers
results renders the system less susceptible to noise and artifacts
caused by partially occluded objects. Other transmit and receive
array arrangements (e.g., using non-uniform antenna placement)
as well as different delays and magnitudes in the transmit
pulses may further enhance the quality of our results—all these
methods aim at improving the conditioning of the matrix Φ.
As shown in [27], one can also include sparsity-promoting
priors on the occupancy vector x, e.g., by solving the so-called
lasso problem [30]

x̃ = argmin
x∈RN

‖r−Φx‖22 + λ‖x‖1

with a suitably-chosen regularization parameter λ > 0. We
expect such sparsity-based recovery methods to further suppress
noise and occlusion artifacts compared to the least-squares
method used in Fig. 22. A detailed investigation of such
methods, however, is left for future work.

We also note that by taking more measurements of the same
scene one can reduce the effects caused by random noise but
not those caused by occlusion and the linearization approach.
In addition, our current approach ignores—for the sake of
simplicity—different reflection properties of different objects.
The development of models and algorithms that are able to
handle different materials is part of ongoing research.

V. CONCLUSION

In this paper, the technique of ultra-wideband joint spatial
coding is experimentally demonstrated by generation and
detection of ultra-short pulses in the frequency range 3–10 GHz.
It is shown that multiple synchronized antennas, each with a
broad radiation pattern, can utilize joint spatial coding to form
a narrow information beam-width of 1◦. This technique enables
a secure communication link by preventing eavesdroppers from
decoding the information content. It can also be used to localize
point objects in 3D space with high spatial precision and
to generate high-resolution 3D images of distributed objects.
Furthermore, a novel mathematical approach is introduced that
is capable of recovering scenes of complex distributed objects.
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Fig. 22. Simulated and recovered scenes for a system of dimension 300× 500mm2 with a 40× 40 grid. (a) scene without occlusion; (d) linearized recovery
delivers excellent quality; (b) scene with partial occlusion; (e) linearized recovery is able to faithfully extract an accurate estimate; (c) scene that contains fully
occluded objects; (d) linearized recovery is able to partially identify the second partially-occluded layer, whereas the fully occluded layer cannot be recovered.
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