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Abstract— Acoustic cameras visualize the origin and intensity
of sound waves using an array of microphones and sophisti-
cated signal-processing algorithms. Due to the high memory-
bandwidth and signal-processing complexity required by such
algorithms, current available devices either compute the corre-
sponding intensity-images off-line or require large and expensive
hardware equipment. In this paper, we describe a low-complexity
field-programmable gate array (FPGA)-based prototype, which
computes and visualizes acoustic intensity-images in real-time.
The system consists of 32 microphones and performs all signal
processing tasks on a low-cost Xilinx Spartan 3E FPGA. The pro-
totype computes intensity-images with a resolution of 320×240
pixels at 10 frames-per-second.

I. INTRODUCTION

The visualization of origin and intensity of sound waves
are well-established tools in ultrasound imaging [1], [2] and
(underwater) sonar applications, e.g., [3]. The principle un-
derlying such devices is to record audio signals from an
array of microphones and to compute the intensity of sound
pressure for well-defined points in space; this approach enables
visualization of sound sources. For audible frequencies (i.e.,
in the range of about 20 Hz to 20 kHz), such devices are
known as acoustic cameras (ACs) [4] and cover a large field
of applications in practice. ACs can be used, e.g., for acoustic
sound design of products and plants (e.g., noise reduction of
airplanes), for detection and localization of defects in complex
machines, or for design, planning of placement, and optimiza-
tion of noise barriers in civil engineering. However, due to the
large memory-bandwidth and high signal-processing complex-
ity required by AC algorithms, most of the available solutions
either perform the required signal processing algorithms off-
line, e.g., [5], [6], or require large and expensive hardware
equipment [4]. In contrast, affordable real-time solutions have
been developed in the field of ultrasonics [7], which is mainly
the case due to the large volume of devices sold; the associated
signal-processing complexity is, however, still high.

We believe that almost all AC-applications would benefit
from real-time visualization, as it provides the users with
immediate feedback and hence, enables fast optimization of
camera settings to different scenarios (e.g., position adjustment
of the microphone array). In addition, real-time processing
is imperative for applications, where the sound-source of
interest only appears occasionally (e.g., during a short time
interval) or at different locations during the measurement
campaign. We emphasize that real-time ACs will not replace
off-line processing and analysis, but rather complement the
functionality of state-of-the-art off-line AC solutions.

Contributions: In this paper, we describe a low-complexity
FPGA-based prototype implementation of a real-time AC.
The system consists of 32 microphone modules with built-in
pre-amplifiers, a 32-input A/D-conversion board, and a base-
board, which performs the required signal processing tasks
on a low-cost FPGA and produces a real-time VGA output
of acoustic intensity-images. The realized prototype system
implements a reduced-complexity delay-and-sum beamform-
ing algorithm, which requires low storage requirements and
memory-bandwidth, and exhibits low signal-processing com-
plexity. The employed FPGA architecture bases extensively
on CORDIC (coordinate rotation digital computer) arithmetic,
which enables real-time beamforming on low-cost FPGAs.

Outline: The remainder of this paper is organized as
follows. Sec. II introduces the reduced-complexity delay-
and-sum beamforming algorithm. Sec. III describes the key
components of the prototype system. The FPGA architecture
and corresponding implementation results are presented in
Sec. IV. We conclude in Sec. V.

II. DELAY-AND-SUM BEAMFORMING ALGORITHM

ACs visualize the origin and intensity of sound waves in
a similar fashion as thermal cameras visualize origin and
intensity of heat sources. To this end, a microphone array is
focused consecutively to different discrete points in a well-
defined area. Superposition of all microphone signals enables
to compute estimates of the sound pressure for each selected
spatial point, which translates to a pixel of the intensity-image.
In our application, these points in space define a rectangular
and planar grid in front of the array, where each point is
assigned to a pixel in the final image. The calculated estimates
of sound-pressure are then visualized by encoding sound-
pressures to colors.

In order to focus the microphone array to a certain point
in space, the array does not need to be adjusted physically.
Instead, through summation of the signals picked up by all
microphones with appropriate delays, one can focus the array
to certain points in space, which is known as beamforming in
the literature [8]–[10].

A. Delay-and-Sum Beamforming Algorithm

Fig. 1 illustrates the principle of delay-and-sum beamform-
ing [9]. The key idea is to delay the signals from each
microphone in such a way that all sound-waves originating
from a particular point in space are in-phase and, therefore—
when added together—interfere constructively. Sound-waves
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Fig. 1. AC principle: Sound waves arrive with delay δi to the ith microphone.
Delayed combination of the audio-streams si[k] enables to measure the
intensity of the sound source through constructive interference.

originating from other points (than the selected one) in space
are (up to a varying degree) out of phase and hence, interfere
destructively. This approach enables to focus the microphone
array to particular points in space by adjusting the delays of
each microphone signal and summing these signals together.

The beamforming algorithm employed in our system is
briefly summarized in the following. Each of the i =
1, . . . , Nmic microphones in the array generates a separate
audio stream si[k], where k stands for the sample index. The
delay δi(p) between a certain point in space p = [ px, py, pz ]
and the ith microphone (cf. Fig. 1), with coordinates mi =
[mx,my,mz ], is computed according to

δi(p) =
fs
c
‖p−mi‖ (1)

where the delays are measured in samples, fs denotes the
sampling frequency, c ≈ 340m

s is the speed of sound, and
‖ · ‖ stands for the Euclidean norm. To achieve constructive
interference, delayed versions of the Nmic microphone signals
are summed together, i.e.,

s(p)[k] =
Nmic∑
i=1

si
[
k − δi(p)

]
. (2)

Note that interpolation can be employed, if δi(p) is not an
integer; in our application, the signals are oversampled at the
A/D converters by a factor of two and rounding towards the
next integer is employed to reduce the computational com-
plexity and the memory-bandwidth. The intensity of acoustic
wave pressure at location p can finally be computed using (2)
according to

I(p)[k] =
1
L

L−1∑
`=0

∣∣s(p)[k − `]
∣∣2 (3)

where L > 0 is an averaging parameter, which smoothens
the intensity values over time, in order to reduce flickering
artifacts in the resulting video signal.

B. Reduced-Complexity Beamforming

In order to enable real-time processing of delay-and-sum
beamforming on low-cost FPGAs, two methods that reduce
the memory bandwidth and storage requirements are described
in the following paragraphs.

Reduction of memory-bandwidth: In order to compute
intensity-images, the beam of the microphone array is steered
to discrete points in an imaginary plane in front of the
array in scan-line fashion. It can easily be seen that the
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Fig. 2. System overview of the real-time AC prototype. Left: 32x mi-
crophones with pre-amplifiers; middle: 32-input A/D-converter board; right:
FPGA base-board with video (VGA) output and USB 2.0 capability.

algorithm requires numerous summations, squaring operations,
and a large memory bandwidth (i.e., calculation of each pixel
involves L ·Nmic different audio-samples). The delays δi(p)
in (1) can either be pre-calculated and stored in a memory
or computed on-the-fly. Pre-calculation significantly increases
memory bandwidth and storage requirements; the latter grows
proportionally to the size of the image (e.g., an image of
320×240 pixels requires to store 2 457 600 delay values for
an array of 32 microphones). In order to reduce memory
bandwidth and storage requirements, we decided to compute
the delays on-the-fly. This approach, however, requires a
low-complexity and hardware-friendly way to calculate these
delays (1) in hardware—a corresponding solution is described
in Sec. IV.

Reduction of storage requirements: If the distance from the
microphone array to the plane to be scanned is large, the delay
values in (1) are large as well, which substantially increases
the required buffer sizes for storage of the audio samples si[k].
In order to reduce storage requirements, we only consider
differences of delays to a reference point mmid, which is
centered in the microphone array. Hence, instead of using (2)
we compute the following sum

s(p)[k] =
Nmic∑
i=1

si
[
k −

(
δi(p)− δmid(p)

)]
(4)

where δmid(p) = fs
c ‖p − mmid‖ corresponds to the delay

from the center of the microphone array to a certain point
p in space. This approach renders the storage requirements
independent from the distance between the focal plane and the
microphone array and hence, substantially reduces the amount
of audio samples to be stored.

III. REAL-TIME ACOUSTIC CAMERA SYSTEM

The key components of the real-time AC prototype are
illustrated in Fig. 2: The microphone array contains 32 mi-
crophones and includes 32 audio pre-amplifiers. A 32-input
A/D-conversion board performs Nyquist filtering and A/D
conversion. The FPGA base-board performs the reduced-
complexity delay-and-sum beamforming algorithm in real-
time and generates a corresponding video signal.

A. Microphone Array and Pre-Amplifiers
The microphone array consists of 32 microphone modules

(of size 22 mm×11 mm), each containing an electret micro-
phone (EMY-63M/P, Ekulit) with omni-directional character-
istic. Rail-to-rail precision audio op-amps (LT1677, Linear



Technology Corporation) have been used for pre-amplification.
The microphone modules are detachable from the A/D-
conversion board, which allows for different microphone array
geometries. Since pre-amplification is done right at the micro-
phones, noise and interference can be kept at a minimum,
especially if long cables are used (e.g., as it is required for
large microphone arrays).

B. A/D-Conversion Board

The pre-amplified microphone signals are fed to the
A/D-conversion board, which contains four 8-channel A/D-
converters (CS5368, Cirrus Logic Inc.).1 Each A/D converter
supports a maximum sampling frequency of 216 kHz at a
resolution of 24 bit. In the current application, a sampling
rate of only 85.9 kHz is used, which significantly reduces
the amount of data to be processed and is easily generated
from the 66 MHz main clock oscillator (i.e., only requires
division of the clock signal by 768). All necessary input
buffers and anti-aliasing filters for each of the 32 channels are
realized by dual op-amps (TS922, ST Microelectronics). The
connections between microphones and the A/D-conversion
board are placed in a 4×8 grid, which leads to a rectangular
array that can be used for test purposes. The 32 sampled audio
streams are transmitted to the FPGA base-board using time-
division multiplexing (TDM). Eight channels are transmitted
serially over one line at a data rate of approximately 16 Mbit/s.

C. FPGA Base-Board

The FPGA base-board performs the reduced-complexity
delay-and-sum beamforming algorithm described in Sec. II
in real-time and generates the video signal of the computed
intensity-images. A low-cost Xilinx Spartan 3E XC3S500E
FPGA running at a clock frequency of 66 MHz has been
used. In addition to the TDM ports required for the digitized
audio signals, a video graphics array (VGA) video DAC
(ADV7125, Analog Devices Inc.) is attached to the FPGA
through its general-purpose I/O ports. The FPGA base-board
additionally contains stereo audio output, which enables to
listen to a specified point in space (i.e., the system can be
used as a directional microphone as well). Furthermore, USB
2.0 capability has been implemented to enable data transfer to
a PC and for configuration of the AC.

IV. ARCHITECTURE AND IMPLEMENTATION RESULTS

In this section, the FPGA architecture of the beamforming
algorithm is described and implementation results of the real-
time AC prototype system are reported.

A. FPGA Architecture Overview

Fig. 3 provides an overview of the AC architecture. The
TDM sample streams generated by the four A/D-converters are
de-multiplexed and written to 32 ring-buffers. These buffers
are implemented in the BRAM modules provided by the
FPGA. Since the FPGA does not offer enough BRAM units

1Due to stringent limitations of the available block-RAM (BRAM) slices
and the used low-cost FPGA, the signal-processing complexity for 32 channels
is already at the maximum possible with the current AC-prototype.
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Fig. 3. Real-time AC architecture overview. The 3D vectoring CORDIC
computes delays which are used to read-out samples from the ring buffers.

to dedicate one instance to each ring-buffer, 16 BRAMs run
at twice the clock frequency to create 32 virtual ring-buffers.
These virtual ring-buffers have half the storage capacity of the
original BRAMs and provide storage for 256 audio samples.

As mentioned in Sec. II-B, the necessary delays associ-
ated with each scanned point in space are computed on-the-
fly. These delays are computed in three-dimensional (3D)
vectoring CORDIC (see Sec. IV-B for more details), which
obtains (pre-calculated) coordinates of each microphone and
each generated pixel-location in the focal plane. The calculated
offsets δi − δmid are then stored in a FIFO for rapid access.

Through the secondary (fully-independent) ports of the
BRAMs, the samples in the ring buffers are retrieved according
to the calculated offsets and summed together by a pipelined
adder tree. The signal is then high-pass filtered (not shown in
Fig. 3), squared, and smoothened over L = 70 samples. The
resulting intensity values I(p)[k] are written to a dual-buffered
video memory, which is realized in the 1 Mbyte SRAM on
the FPGA base-board. An independent unit manages the data
in the video memory, i.e., reads data from the video buffer,
generates corresponding intensity-values according to a pre-
defined color-map, and outputs these values to the video DAC.

B. High-Throughput 3D Vectoring CORDIC

In order to calculate the delays δi(p) between a given point
in space p and the ith microphone location mi, vectoring
CORDICs [11] have been used. This approach is known to
efficiently compute Euclidean distances of two-dimensional
vectors in hardware. In our application, however, distances
of 3D vectors are required (see Eq. 1). Computation of the
Euclidean distance of a 3D vector v is performed by cascading
two vectoring CORDICs in such a way, that the first instance
obtains vx and vy and its output (which corresponds to√
v2
x + v2

y) is connected to one input of the second CORDIC.
By feeding vz to the other input, the output of the second
CORDIC corresponds to ‖v‖ =

√
v2
x + v2

y + v2
z , which is

exactly what is needed to compute (1).
Each CORDIC performs a total of 20 micro-rotations

and has an internal precision of 16 bit. In order to achieve
high throughput, both CORDICs are fully pipelined (i.e.,
one pipeline stage per micro-rotation is used). The resulting



Fig. 4. Complete real-time AC prototype. Left: FPGA base-board; right: 32
microphone modules directly attached to the A/D-conversion board.

architecture delivers one Euclidean distance per clock cycle,
ultimately leading to a maximum of 66 million delay compu-
tations per second (as both CORDICs are running at 66 MHz).

C. Implementation Results
FPGA implementation results: The final FPGA implemen-

tation results are provided in Tbl. I. In light of the low-
cost FPGA that has been used to implement the real-time
AC prototype, the slice and BRAM utilization of 81% and
95%, respectively, demonstrates the low-complexity of the
implemented beamforming algorithm. Note that this is a result
of reducing the complexity of the underlying algorithm as
shown in Sec. II-B and using a fully pipelined 3D vectoring
CORDIC for on-the-fly delay calculation (see Sec. IV-B).

Prototype system: Fig. 4 shows the real-time AC proto-
type, consisting of the FPGA base-board, the A/D-conversion
board, and the microphone array. The microphone modules
are plugged directly into the A/D-conversion board to form
a 4×8 rectangular array with a distance d of 19 mm between
adjacent microphones. A glass plate ensures correct spacing of
the microphones. This array configuration leads to a (spatial)
Nyquist frequency of about fλ/2 = c

d = 340m
s

0.019m = 17.9 kHz
and signals above this frequency cause strong aliasing artifacts.
The small size of the prototype allows for a simple integration
into portable applications. The AC has been tested in different
settings using various sound sources and was shown to be fully
functional. Fig. 5 shows a typical AC picture for the rectangu-
lar microphone array depicted in Fig. 4. The key specifications
of the implemented real-time AC are summarized in Tbl. II.

TABLE I
IMPLEMENTATION RESULTS ON XILINX SPARTAN 3E (XC3S500E)

Clock frequency 66 MHz
Slices 3771 (81%)
Slice flip-flops 5587 (60%)
LUT’s occupied 4656 (50%)
Block-RAMs 19 (95%)

TABLE II
REAL-TIME ACOUSTIC CAMERA SPECIFICATIONS

Microphones 32
Sampling rate 85.9 kHz
Resolution 24 bit
Frequency response 600 Hz–42 kHz
Video resolution 320×240
Intensity levels 256
Frame rate 10 fps

Fig. 5. Typical output image of the real-time AC prototype. Two loudspeakers
generate 10 kHz sine-waves and are placed approximately two meters in front
of the 4×8 rectangular microphone array.

V. CONCLUSION

In this paper, a real-time AC prototype has been described.
Signal processing is performed on a FPGA using a reduced-
complexity delay-and-sum beamforming algorithm. The corre-
sponding architecture bases on CORDIC arithmetic. Our final
implementation achieves 10 fps for 320×240 pixels, which
demonstrates that acoustic intensity-images can be calculated
in real-time even on low-cost FPGAs. The modularity of
the system allows for different array geometries and enables
to conduct real-world experiments with the current platform.
Thanks to its small size, the prototype system can be used
for portable applications. In near future, we plan to use a
more powerful FPGA, to implement more sophisticated signal
processing algorithms that provide better resolution (in terms
of pixels and intensity levels) and higher frame-rates.
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