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I Work stealing has good performance, space requirements, and
communication overheads in both theory and practice

I Supported in many popular concurrency platforms including:
Intel’s Cilk Plus, Intel’s C++ TBB, Microsoft’s .NET Task Parallel
Library, Java’s Fork/Join Framework, and OpenMP
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Static Asymmetry vs. Dynamic Asymmetry
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From W, Godycki, C. Torng, I. Bukreyev, A. Apsel, C. Batten.
“Enabling Realistic Fine-Grain Voltage Scaling with

Reconfigurable Power Distribution Networks” MICRO, 2014
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Work-Pacing: Building Intuition
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Work-Pacing, Work-Sprinting, and Work-Mugging
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Work-Pacing and Work-Sprinting Mechanisms
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Work-Mugging Mechanisms

On-Chip Interconnect

L1$ L1$

B L

DRAM Memory Controller

L1$ L1$

B L

Shared L2$ Cache Banks

Voltage
Regulators

DVFS
Controller

User-Level Interrupt Network

Initiate Mug Mug
Interrupt

Thread Context Swap

Mug Instruction
I Thread ID to mug
I Address of thread-swapping handler

User-Level Interrupt Network
I Simple, low-bandwidth inter-core

network
I Latency on order of 20 cycles

Thread Context Swap
I Threads store architectural state to

separate locations in shared memory
I Both threads sync
I Threads load architectural state from

other location

Cornell University Christopher Torng 14 / 21



Motivation First-Order Modeling Asymmetry-Aware Work-Stealing Runtimes • Evaluation •

L

L

B

B

Work-Stealing

Runtimes

Dynamic

Asymmetry
Static

Asymmetry

Work-Pacing

Work-Sprinting Work-Mugging

Talk Outline

Motivation

First-Order Modeling

Asymmetry-Aware
Work-Stealing Runtimes

Evaluation

Cornell University Christopher Torng 15 / 21



Motivation First-Order Modeling Asymmetry-Aware Work-Stealing Runtimes • Evaluation •

Evaluation Methodology: Modeling

Work-Stealing Runtime
I State-of-the-art Intel TBB-inspired work-stealing scheduler
I Chase-Lev task queues with occupancy-based victim selection
I Instrumented with activity hints

Cycle-Level Modeling
I Heterogeneous system modeled in gem5 cycle-approximate simulator
I Support for scaling per-core frequencies + central DVFS Controller

Energy Modeling
I Event-based energy modeling based on detailed RTL/gate-level sims

(Synopsys ASIC toolflow, TSMC LP, 65 nm 1.0 V)
I Carefully selected subset of McPAT results tuned to our µarchitecture
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Work-Sprinting in quicksort
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Evaluation of Complete AAWS Runtime
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Take-Away Point

Holistically combining

• work-stealing runtimes
• static asymmetry
• dynamic asymmetry

through the use of

• work-pacing
• work-sprinting
• work-mugging

can improve both performance and
energy efficiency in future multicore
systems
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