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Traditional Multi-Level Modeling Methodologies
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Traditional Multi-Level Modeling Methodologies

Cycle-Level Modeling
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– Algorithm/ISA Development

– MATLAB/Python, C++ ISA Sim

– Design-Space Exploration

– C++ Simulation Framework

– gem5, SESC, McPAT

– Prototyping & AET Validation

– Verilog, VHDL Languages

– HW-Focused Concurrent Structural 

– SW-Focused Object-Oriented

– EDA Toolflow 

Multi-Level Modeling

Challenge

FL, CL, RTL modeling

use very different

languages, patterns, 

tools, and methodologies

 

SystemC is a good example
of a unified multi-level
modeling framework

Is SystemC the best
we can do in terms of

productive
multi-level modeling?
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Traditional RTL Design Methodologies
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Hardware Generation 

Framework

Single language for
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Is Chisel the best we can do in terms of a
productive RTL design methodology?
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PyMTL Python-based hardware generation,
simulation, and verification framework

which enables productive
multi-level modeling and RTL design
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PyMTL3: A Python Framework for Custom
ASIC Design and Verification
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PyMTL
▶ PyMTL2: https://github.com/cornell-brg/pymtl

▷ released in 2014
▷ extensive experience using framework in research & teaching

▶ PyMTL3: https://github.com/pymtl/pymtl3
▷ official release in May 2020
▷ adoption of new Python3 features
▷ significant rewrite to improve productivity & performance
▷ cleaner syntax for FL, CL, and RTL modeling
▷ completely new Verilog translation support
▷ first-class support for method-based interfaces
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The PyMTL3 Framework
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PyMTL3 High-Level Modeling
1 class QueueFL( Component ):
2 def construct( s, maxsize ):
3 s.q = deque( maxlen=maxsize )
4

5 @non_blocking(
6 lambda s: len(s.q) < s.q.maxlen )
7 def enq( s, value ):
8 s.q.appendleft( value )
9

10 @non_blocking(
11 lambda s: len(s.q) > 0 )
12 def deq( s ):
13 return s.q.pop()

▶ FL/CL components can use
method-based interfaces

▶ Structural composition via
connecting methods

upA

q1 q2

enq
deq enq

deqenq deq

14 class DoubleQueueFL( Component ):
15 def construct( s ):
16 s.enq = CalleeIfcCL()
17 s.deq = CalleeIfcCL()
18

19 s.q1 = QueueFL(2)
20 s.q2 = QueueFL(2)
21

22 connect( s.enq, s.q1.enq )
23 connect( s.q2.deq, s.deq )
24

25 @update
26 def upA():
27 if s.q1.deq.rdy() and s.q2.enq.rdy():
28 s.q2.enq( s.q1.deq() )
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PyMTL3 Low-Level Modeling
1 from pymtl3 import *

2

3 class RegIncrRTL( Component ):

4

5 def construct( s, nbits ):

6 s.in_ = InPort ( nbits )

7 s.out = OutPort( nbits )

8 s.tmp = Wire ( nbits )

9

10 @update_ff

11 def seq_logic():

12 s.tmp <<= s.in_

13

14 @update

15 def comb_logic():

16 s.out @= s.tmp + 1

in_ out
+1

tmp

▶ Hardware modules are Python
classes derived from Component

▶ construct method for constructing
(elaborating) hardware

▶ ports and wires for signals

▶ update blocks for modeling
combinational and sequential logic
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SystemVerilog Translation and Import

Pure
PyMTL
Model

Instance

Translation
Pass

System
Verilog

Import
Pass

C Wrapper
Source

PyMTL
Wrapper

Verilator RTL C++
Source

LLVM
GCC

C Shared
Library

PyMTL
Wrapped
SV Model
Instance

CFFI

▶ Translation+import enables easily testing translated SystemVerilog
▶ Also acts like a JIT compiler for improved RTL simulation speed
▶ Can also import external SystemVerilog IP for co-simulation
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PyMTL3: A Python Framework for Custom
ASIC Design and Verification
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Testing highly parameterized designs is challenging

DISTRIBUTION STATEMENT B. Distribution authorized to U.S. Government agencies only 47

Testing RTL Design Generators is Challenging

Testing a specific ring network instance 
requires a number of different test cases 

test_ring_1pkt_2x2_0_chnl

test_ring_2pkt_2x2_0_chnl

test_ring_2pkt_2x2_0_chnl

test_ring_self_2x2_0_chnl

test_ring_clockwise_2x2_0_chnl

test_ring_aclockwise_2x2_0_chnl

test_ring_neighbor_2x2_0_chnl

test_ring_tornado_2x2_0_chnl

test_ring_backpressure_2x2_0_chnl

…

A design generator can have many parameters: 
topology, routing algorithm, flow control, size, 
dimension, channel latency …

pkt( src=0, dst=1, payload=0xdeadbeef )
pkt( src=0, dst=3, payload=0x00000003 )
pkt( src=1, dst=0, payload=0x00010000 )

pkt( src=1, dst=2, payload=0x00010002 )
pkt( src=2, dst=1, payload=0x00020001 )
pkt( src=2, dst=3, payload=0x00020003 )
pkt( src=3, dst=2, payload=0x00030002 )
pkt( src=3, dst=0, payload=0x00030000 )

pkt( src=0, dst=1, payload=0x00001000 )
pkt( src=1, dst=2, payload=0x10002000 )
pkt( src=2, dst=3, payload=0x20003000 )
pkt( src=3, dst=0, payload=0x30000000 )
pkt( src=0, dst=3, payload=0x00003000 )

pkt( src=1, dst=0, payload=0x10000000 )
pkt( src=2, dst=1, payload=0x20001000 )
pkt( src=3, dst=2, payload=0x30002000 )
…

A test case may 
have a long 
sequence of  
transactions

Ideal testing technique:
1.Detect error quickly with small number of 

test cases
2.The failing test case has minimal number of 

transactions
3.The bug trace has simplest transactions
4.The failing test case has the simplest design

A design generator can have
many parameters: topology, routing,

flow control, channel latency
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Software Testing Techniques

▶ Complete Random Testing (CRT)
▷ Randomly generate input data
▷ Detects error quickly
▷ Debug complicated test case

▶ Iterative Deepened Testing (IDT)
▷ Gradually increase input complexity
▷ Finds bug with simple input
▷ Takes many test cases to find bug

▶ Property-Based Testing (PBT)
▷ Define invariants
▷ Automatically generate examples
▷ Automatically shrinking failing tests
▷ Increasingly state-of-the-art in

software testing
DISTRIBUTION STATEMENT B. Distribution authorized to U.S. Government agencies only 48

• Complete Random Testing (CRT)
– Randomly generates input data

– Detects error quickly

– Needs to debug a complicated test case

• Iterative Deepened Testing (IDT)
– Gradually increases the complexity input data

– Finds bug with simple input

– Takes many test cases to find the bug

• Property-Based Testing (PBT)
– Search strategies and auto shrinking

– Detects error quickly

– Produces minimized failing test case

– Increasingly becoming a state-of-the-art 

testing methodology for software (e.g., 

Hypothesis)

Software Testing Techniques
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PyMTL3 creatively adapts PBT to test HW

▶ PyMTL3 uses Hypothesis, a property-based testing (PBT) framework
for Python software, to create a PBT framework for hardware

▶ PyMTL3 leverages PBT to explore not just the input values for an RTL
design but to also explore the parameter values used to configure
an RTL design generator

Case Study: On-chip
network generator for ring
topology with shortest path
routing and virtual channels
to avoid deadlock

1 from hypothesis import strategies as st
2

3 @hypothesis.given(
4 nterminals = st.integers(2,16),
5 test_pkts = st.lists(pkt_strategy())
6 )
7 def test_ring( nterminals, test_pkgs ):
8 dut = RingNetwork( nterminals )
9 th = TestHarness( dut, test_pkts )

10 run_sim( th )
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Example of PyMTL3 + PBT for Ring Network

57March/April 2021

Case study: on-chip network generator
We quantitatively evaluated CRT, IDT, and 

PyH2G using the PyOCN [10] ring network gen-
erator against four real-world bugs. PyOCN is a 
multitopology, modular, and highly parametrized 
on-chip network generator built in PyMTL3. 
Figure 2a illustrates an example of a PyH2G test 
that uses search strategies to configure the ring 
network and generate the test packets. When a test 
case fails, hypothesis can simultaneously shrink the 
design instance and the packet sequence. We ran 

50 trials for each bug, and the results are shown 
as box-and-whisker plots in Figure 2b–d. Overall, 
PyH2G detects errors quickly with a small num-
ber of test cases and produces a simple failing test 
case that has a short sequence of transactions and 
a simple design. PyH2G also significantly reduces 
the transaction complexity. PyH2G sometimes runs 
slightly more test cases than CRT because hypothe-
sis will first generate explicit examples to stress-test 
the boundary conditions before exploring values 
randomly. However, this also help PyH2G discover 
the credit bug more quickly than CRT.

PyH2P: PyH2 for processors
PyH2P is a PyH2 framework to automatically gen-

erate random assembly instruction sequences to 
test processors, which makes the case for effective 
domain-specific random testing methodologies. Differ-
ent from existing work, PyH2P is able to automatically 
shrink a failed long program to a minimal instruction 
sequence with a minimal set of architectural regis-
ters and memory addresses. It is possible to combine 
auto-shrinking with other sophisticated random pro-
gram generators [11] by carefully using PyH2P random 
strategies. PyH2P can also leverage Symbolic-QED [12] 
by applying QED transformations to generated random 
programs and performing bounded model checking to 
accelerate bug discovery.

PyH2P creates composite hypothesis strategies 
to generate random assembly programs for effec-
tive auto-shrinking. Specifically, PyH2P creates a 
hierarchy of strategies for arithmetic, memory, and 
branch instruction strategies using substrategies 
for architectural registers, memory addresses, and 
immediate values. PyH2P currently implements a 
block-based mechanism which first instantiates a 
control-flow template of branches, and then fills 
random instructions between branches. PyH2P 
ensures that each generated assembly program 
has well-defined behavior across the test and ref-
erence models. For arithmetic instructions, PyH2P 
constrains the range of the immediate value strat-
egy to avoid overflow. For memory instructions, 
PyH2P constrains the range of the memory address 
strategy to avoid unaligned and out-of-bound 
memory accesses. For branch instructions, PyH2P 
first generates a sequence of branch instruc-
tions and their corresponding labels, and then 
randomly shuffles them to form the control-flow 
template. This eliminates the possibility of branch 

Figure 2. PyOCN RingNet generator case 
study. (a) PyH2G example. (b) CRT. (c) IDT. 
(d) PyH2G.

Authorized licensed use limited to: Cornell University Library. Downloaded on April 10,2021 at 18:14:39 UTC from IEEE Xplore.  Restrictions apply. 

Random Iterative PBT
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PyMTL for Cycle-Level Modeling

Appears in the Proceedings of the 47th Int’l Symp. on Microarchitecture (MICRO-47), December 2014

Architectural Specialization for Inter-Iteration Loop Dependence Patterns

Shreesha Srinath, Berkin Ilbeyi, Mingxing Tan, Gai Liu, Zhiru Zhang, and Christopher Batten

School of Electrical and Computer Engineering, Cornell University, Ithaca, NY
{ss2783,bi45,mt453,gl387,zhiruz,cbatten}@cornell.edu

Abstract—Hardware specialization is an increasingly com-
mon technique to enable improved performance and energy ef-
ficiency in spite of the diminished benefits of technology scal-
ing. This paper proposes a new approach called explicit loop
specialization (XLOOPS) based on the idea of elegantly en-
coding inter-iteration loop dependence patterns in the instruc-
tion set. XLOOPS supports a variety of inter-iteration data-
and control-dependence patterns for both single and nested
loops. The XLOOPS hardware/software abstraction requires
only lightweight changes to a general-purpose compiler to gen-
erate XLOOPS binaries and enables executing these binaries on:
(1) traditional microarchitectures with minimal performance
impact, (2) specialized microarchitectures to improve perfor-
mance and/or energy efficiency, and (3) adaptive microarchitec-
tures that can seamlessly migrate loops between traditional and
specialized execution to dynamically trade-off performance vs.
energy efficiency. We evaluate XLOOPS using a vertically inte-
grated research methodology and show compelling performance
and energy efficiency improvements compared to both simple
and complex general-purpose processors.

I. INTRODUCTION

Serious physical design issues are breaking down tradi-
tional abstractions in computer architecture and motivating
an increasing emphasis on hardware specialization. At the
same time, computer architects have long realized the impor-
tance of focusing on the key loops that often dominate appli-
cation performance. These two trends have led to a diverse ar-
ray of specialized hardware for exploiting intra- and/or inter-
iteration loop dependence patterns.

Hardware specialization to exploit intra-iteration loop
dependence patterns usually involves custom instructions
and/or small reprogrammable functional units well-suited to
accelerating common sequences of operations within an it-
eration. Examples include application-specific instruction-
set processors [1, 6] and techniques for subgraph execu-
tion [4,11]. Hardware specialization to exploit inter-iteration
loop dependence patterns focuses at a higher level on how dif-
ferent loop iterations interact. Examples include data-parallel
accelerators which exploit loops with no inter-iteration de-
pendences [8, 17, 34] and thread-level speculation which ex-
ploit loops with infrequent inter-iteration dependences [19,
30, 31]. Coarse-grained reconfigurable arrays [10, 13] and
weakly programmable application-specific accelerators [33]
target both intra- and inter-iteration loop dependence patterns.

All of these proposals must carefully navigate the tension
between less efficient general architectures and more effi-
cient specialized architectures. Some argue for exposing as
much of the specialized microarchitecture as possible to en-
able flexible software configuration while maintaining effi-
ciency [7, 12]. Unfortunately, this comes at the expense of
a clean hardware/software abstraction; highly configurable
specialized architectures are often tightly coupled to a spe-

cific microarchitectural implementation. A key research chal-
lenge involves creating clean hardware/software abstractions
that are highly flexible, yet still enable efficient execution on
both traditional and specialized microarchitectures.

To address this challenge, we focus on architectural spe-
cialization for inter-iteration loop dependence patterns. Inter-
iteration data-dependence patterns include loops with no
inter-iteration dependences and loops with inter-iteration de-
pendences encoded through registers and/or memory. An in-
teresting data-dependence pattern often found in graph al-
gorithms involves iterations that manipulate a shared data
structure such that the iterations can be executed in any or-
der as long as their updates to memory appear atomic to the
other iterations. Inter-iteration control-dependence patterns
include loops that terminate based on comparing an induction
variable to a loop-invariant fixed bound, or loops that termi-
nate based on a data-dependent-exit condition. An interesting
control-dependence pattern found in more irregular worklist-
based algorithms involves a loop induction variable compared
to a dynamic bound that is monotonically increased during
the loop execution. The inter-iteration dependence pattern
for a given loop will be a combination of a specific data- and
control-dependence pattern, and nested loops can be captured
using the composition of multiple loop patterns.

In this paper, we explore explicit loop specialization
(XLOOPS) which is based on the idea of explicitly en-
coding inter-iteration loop dependence patterns in the in-
struction set to enable exploiting fine-grain loop-level par-
allelism. Section II describes our approach for designing
XLOOPS instruction sets, compilers, and microarchitectures.
Our XLOOPS instruction set can encode: data-dependence
patterns where the loops can appear to execute in any order
both concurrently or atomically; data-dependence patterns
where the loops must preserve ordering constraints expressed
through either register or memory dependences; and control-
dependence patterns based on fixed and dynamic bounds. Our
XLOOPS compiler uses programmer annotations to automat-
ically generate an efficient XLOOPS binary. The XLOOPS
abstraction enables XLOOPS binaries to execute on either
traditional microarchitectures with minimal performance im-
pact or on specialized microarchitectures that exploit fine-
grain loop-level parallelism to improve performance and en-
ergy efficiency. This abstraction also enables adaptive exe-
cution where a loop is seamlessly migrated by hardware be-
tween traditional and specialized microarchitectures in order
to find the optimal performance/efficiency trade-off.

To make the case for XLOOPS, we use a vertically inte-
grated evaluation methodology. Section III describes the ap-
plication kernels we use for evaluation and modifications to
an LLVM-based compiler to support XLOOPS. Section IV

Using Intra-Core Loop-Task Accelerators to Improve the
Productivity and Performance of Task-Based Parallel Programs

Ji Kim Shunning Jiang Christopher Torng Moyang Wang
Shreesha Srinath Berkin Ilbeyi Khalid Al-Hawaj Christopher Batten

School of Electrical and Computer Engineering, Cornell University, Ithaca, NY
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ABSTRACT
Task-based parallel programming frameworks o�er compelling pro-
ductivity and performance bene�ts for modern chip multi-processors
(CMPs). At the same time, CMPs also provide packed-SIMD units
to exploit �ne-grain data parallelism. Two fundamental challenges
make using packed-SIMD units with task-parallel programs partic-
ularly di�cult: (1) the intra-core parallel abstraction gap; and (2) in-
e�cient execution of irregular tasks. To address these challenges,
we propose augmenting CMPs with intra-core loop-task accelerators
(LTAs). We introduce a lightweight hint in the instruction set to el-
egantly encode loop-task execution and an LTA microarchitectural
template that can be con�gured at design time for di�erent amounts
of spatial/temporal decoupling to e�ciently execute both regular
and irregular loop tasks. Compared to an in-order CMP baseline,
CMP+LTA results in an average speedup of 4.2⇥ (1.8⇥ area normal-
ized) and similar energy e�ciency. Compared to an out-of-order
CMP baseline, CMP+LTA results in an average speedup of 2.3⇥
(1.5⇥ area normalized) and also improves energy e�ciency by 3.2⇥.
Our work suggests augmenting CMPs with lightweight LTAs can
improve performance and e�ciency on both regular and irregular
loop-task parallel programs with minimal software changes.
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1 INTRODUCTION
Task-based parallel programming frameworks are one of the most
popular ways to exploit increasing thread counts in CMPs (e.g., In-
tel’s Cilk Plus [29, 41], Intel’s Threading Building Blocks (TBB) [30,
58], and others [5, 10, 36, 40, 56, 57]). Task-based frameworks use a
software runtime to dynamically map many tasks to fewer threads.
Programming with high-level tasks, as opposed to directly using
low-level threads, o�ers many productivity and performance ben-
e�ts including: an elegant encoding of �ne-grain parallelism, im-
plicit synchronization of serial and parallel regions, e�cient load-
balancing of tasks across threads, and portable performance across
a wide range of CMPs.

Packed-SIMD extensions are commonly used in CMPs (e.g., AVX2
in Intel’s Haswell [50], AVX512 in Intel’s Xeon Phi [31], NEON
in ARM’s Cortex processors [26, 27], and MIPS’s SIMD exten-
sions [11]). In this work, we focus on a subset of task parallelism
called loop-task parallelism that can potentially be mapped both
across cores and to intra-core packed-SIMD extensions. Loop-task
parallelism is a common parallel pattern usually captured with the
“parallel for” primitive, where a loop task functor is applied to a
blocked range. Loop-task parallelism is more �exible than �ne-grain
loop-level parallelism, but less general than coarse-grain (possibly
nested/recursive) task-level parallelism. We argue there are two
fundamental challenges that make using packed-SIMD units in this
context particularly di�cult.

Challenge #1: Intra-Core Parallel Abstraction Gap – Packed-
SIMD extensions provide a low-level abstraction of operations on
packed data elements exposed to programmers via compiler intrin-
sics or “auto-vectorization”. Unfortunately, auto-vectorization does
not always guarantee optimal vectorization in real applications [48].
Programmers are forced to use explicit vectorization [19, 24, 38],
i.e., annotating vectorizable loops, explicit SIMD datatypes, SIMD-
aligned memory accesses, converting branches into arithmetic, con-
verting array-of-structs into struct-of-arrays, and annotating non-
overlapping arrays. These optimizations are challenging to perform
in loop-task parallel programs, since tasks can be arbitrarily com-
plex and task sizes/alignments are not known at compile time. More
importantly, this approach requires the programmer to use two
fundamentally di�erent parallel abstractions: tasks for inter-core
parallelism and packed-SIMD for intra-core parallelism. Ultimately,
this challenge reduces programmer productivity and can potentially
prevent “multiplicative speedup” (i.e., the speedup of combining a
task-based parallel runtime with packed-SIMD does not result in
the product of each technique’s speedup in isolation).

Challenge #2: Ine�cient Execution of Irregular Tasks –
Loop tasks are often complex with nested loops and function calls,
data-dependent control �ow, indirect memory accesses, and atomic

In practice, we use PyMTL
more for RTL modeling than

CL modeling

PyMTL for RTL Modeling

An Architectural Framework for Accelerating Dynamic
Parallel Algorithms on Reconfigurable Hardware

Tao Chen, Shreesha Srinath, Christopher Batten and G. Edward Suh
Cornell University

Ithaca, NY 14850, USA
{tc466, ss2783, cbatten, gs272}@cornell.edu

Abstract—In this paper, we propose ParallelXL, an architec-
tural framework for building application-specific parallel acceler-
ators with low manual effort. The framework introduces a task-
based computation model with explicit continuation passing to
support dynamic parallelism in addition to static parallelism. In
contrast, today’s high-level design frameworks for accelerators
focus on static data-level or thread-level parallelism that can
be identified and scheduled at design time. To realize the new
computation model, we develop an accelerator architecture that
efficiently handles dynamic task generation and scheduling as
well as load balancing through work stealing. The architecture
is general enough to support many dynamic parallel constructs
such as fork-join, data-dependent task spawning, and arbitrary
nesting and recursion of tasks, as well as static parallel patterns.
We also introduce a design methodology that includes an archi-
tectural template that allows easily creating parallel accelerators
from high-level descriptions. The proposed framework is studied
through an FPGA prototype as well as detailed simulations.
Evaluation results show that the framework can generate high-
performance accelerators targeting FPGAs for a wide range of
parallel algorithms and achieve an average of 4.0x speedup over
an eight-core out-of-order processor (24.1x over a single core),
while being 11.8x more energy efficient.

I. INTRODUCTION

As the technology scaling slows down, computing systems
need to rely increasingly on hardware accelerators to im-
prove performance and energy efficiency. In particular, field-
programmable gate-arrays (FPGAs) are starting to be deployed
as a general-purpose acceleration platform, and have been
shown to improve performance and/or energy efficiency for
many applications. FPGAs are also becoming more widely
available (e.g., through the cloud [1]), and increasingly inte-
grated with general-purpose cores either through inter-socket
interconnect (e.g., Intel HARP [2], IBM CAPI [3]), or directly
on-chip (e.g., Xilinx Zynq SoCs [4], Intel Stratix SoCs [5]).
These trends indicate that many applications that traditionally
run on general-purpose processors (GPPs) can potentially
benefit from FPGA acceleration.

To achieve high performance either on GPPs or FPGAs,
applications need to exploit parallelism. In particular, dynamic
parallelism, where work is generated at run-time rather than
statically at compile time, is inherent in many modern applica-
tions and algorithms, and is widely used to write parallel soft-
ware for GPPs. For example, hierarchical data structures such
as trees, graphs, or adaptive grids often have data-dependent
execution behavior, where the computation to be performed
is determined at run-time. Recursive algorithms such as many

divide-and-conquer algorithms have dynamic parallelism for
each level of recursion. Algorithms that adaptively explore
space for optimization or process data as in physics simulation
also generate work dynamically.

Unfortunately, today’s high-level design frameworks for
FPGA accelerators do not provide adequate support for dy-
namic work generation or dynamic work scheduling. For
example, C/C++-based high-level synthesis (HLS) [6], [7] and
OpenCL [8] are mostly designed to exploit static data-level or
thread-level parallelism that can be determined and scheduled
at compile time and mapped to a fixed pipeline. Domain-
specific languages such as Liquid Metal [9] and Delite [10]
raise the level of abstraction but also only support static par-
allel patterns. A recent study explored dynamically extracting
parallelism from irregular applications on FPGAs [11], but
still only supports a limited form of pipeline parallelism and
does not provide efficient scheduling of dynamically generated
work on multiple processing elements. Low-level register-
transfer-level (RTL) designs, on the other hand, provide flexi-
bility to implement arbitrary features, but require long design
cycles and significant manual effort, making them unattractive
especially when targeting a diverse range of applications. To
realize the potential of FPGA acceleration for a wide range of
applications, we need a design framework that is capable of
exploiting both static and dynamic parallelism and producing
high-performance accelerators with low manual design effort.

In this paper, we propose ParallelXL, an architectural
framework for accelerating both static and dynamic parallel
algorithms on reconfigurable hardware. ParallelXL takes a
high-level description of a parallel algorithm and outputs the
RTL of an accelerator, which can be mapped to an FPGA using
standard tools. The framework aims to enable accelerating dy-
namic parallel algorithms on FPGAs without manually writing
RTL, and efficiently support a wide range of parallel patterns
with one unified framework. To achieve this goal, we need to
address three major technical challenges; the framework needs
(1) a new parallel computation model that is general enough
while suitable for hardware, (2) an architecture that efficiently
realizes the new computation model in hardware, and (3) a
productive design methodology to automatically generate RTL.

As a parallel computation model, we propose to adopt a
tasked-based programming model with explicit continuation
passing. Task-based parallel programming is becoming in-
creasingly popular for parallel software development (e.g.,
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Implementing Low-Diameter On-Chip Networks
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Special Session Paper
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Abstract—Manycore processors are now integrating up to 1000
simple cores into a single die, yet these processors still rely on
high-diameter mesh on-chip networks (OCNs) without complex
flow-control nor custom circuits due to three reasons: (1) many-
cores require simple, low-area routers; (2) manycores usually use
standard-cell-based design; and (3) manycores use a tiled phys-
ical design methodology. In this paper, we explore mesh and
torus topologies with internal concentration and/or ruche chan-
nels that require low area overhead and can be implemented using
a traditional standard-cell-based tiled physical design methodol-
ogy. We use a combination of analytical and RTL modeling along
with layout-level results for both hard macros and a 3⇥3 mm 256-
terminal OCN in a 14-nm technology for twelve topologies. Criti-
cally, the networks we study use a tiled physical design methodol-
ogy meaning they: (1) tile a homogeneous hard macro across the
chip; (2) implement chip top-level routing between hard macros
via short wires to neighboring macros; and (3) use timing closure
for the hard macro to quickly close timing at the chip top-level.
Our results suggest that a concentration factor of four and a ruche
factor of two in a 2D-mesh topology can reduce latency by over 2⇥
at similar area and bisection bandwidth for both small and large
messages compared to a 2D-mesh baseline.

I. INTRODUCTION

Today’s network, embedded, and server processors already
integrate tens of processor cores on a single chip, and there
is growing interest in using a manycore approach to integrate
an even larger number of relatively simple cores within a sin-
gle die. Early manycore research prototypes included 16–110
cores [13,14,22,23,32], complemented by manycore processors
in industry with 64–128 cores [3,12,30,33,34]. Recent research
prototypes have scaled core counts by an order-of-magnitude
including the 496-core Celerity [28], 1000-core KiloCore [5],
and 1024-core Epiphany-V [26]. The manycore approach has
demonstrated significant improvements in energy efficiency and
throughput per unit area for highly parallel workloads.

Almost all manycore processors use a simple 2D-mesh on-
chip-network (OCN) topology [3, 5, 12, 22, 23, 28, 33, 34] (pos-
sibly with limited external concentration [13,30]), scaling from

This work was supported in part by NSF CRI Award #1512937, DARPA
POSH Award #FA8650-18-2-7852, DARPA SDH Award #FA8650-18-2-7863,
the Center for Applications Driving Architectures (ADA), one of six centers
of JUMP, a Semiconductor Research Corporation program co-sponsored by
DARPA, and equipment, tool, and/or physical IP donations from Intel, Syn-
opsys, Cadence, and ARM. The U.S. Government is authorized to reproduce
and distribute reprints for Governmental purposes notwithstanding any copy-
right notation thereon. The views and conclusions contained herein are those of
the authors and should not be interpreted as necessarily representing the official
policies or endorsements, either expressed or implied, of AFRL, DARPA, or the
U.S. Government.

a 4⇥4 mesh in the RAW processor [32] up to a 32⇥32 mesh
in the Epiphany-V processor [26]. It is well known that the
high diameter of 2D-mesh topologies can significantly increase
packet latency and thus reduce system-level performance [8].
Indeed, there is a rich body of literature proposing numerous
techniques to reduce packet latency in on-chip networks. Novel
OCN flow-control schemes [20,25,27] and/or OCN custom cir-
cuits [6, 18] can be used to reduce router and channel latencies.
Alternatively, novel OCN topologies can reduce the network di-
ameter including concentrated mesh [2], fat-tree [2], flattened
butterfly [19], multi-drop express channels [10, 11], Clos [17],
Slim NoC [4], and asymmetric high-radix topologies [1]. How-
ever, this raises the question: Why do manycore processor sil-
icon implementations continue to use simple high-diameter
on-chip networks given the potential benefit reported in the
literature for adopting novel on-chip network flow-control
schemes, custom circuits, and/or topologies?

Based on our experiences contributing to the Celerity many-
core processor [9,28,29] and building an open-source OCN gen-
erator [31], we argue there are three primary reasons for this gap
between principle and practice.

Manycores Require Simple, Low-Area Routers – Many-
core processors by definition use simple cores leaving mod-
est area for the OCN routers (e.g., 10% of chip area in [26,
28]). Therefore, manycore processors usually use single-stage
routers [5, 13, 26, 28], and protocol deadlock is often through
multiple physical networks [22, 23, 32, 33] as opposed to using
virtual channels. These simple single-stage OCN routers miti-
gate the need for complex flow-control schemes.

Manycores Use Standard-Cell-Based Design – Manycore
processor design teams (and indeed chip design in general) have
been steadily moving towards highly automated standard-cell-
based design methodologies [22,23,26,28]. Unfortunately, this
complicates using more advanced circuit techniques in the liter-
ature to reduce router and/or channel latency.

Manycores Use a Tiled Physical Design Methodology –
Physical design is a critical challenge in implementing many-
core processors. A tiled physical design methodology is the
key to overcoming this challenge and has been used in multiple
manycore implementations [22, 23,26, 28]. A tiled physical de-
sign methodology adheres to the following constraints: (1) the
design is based on tiling a homogeneous hard macro across
the chip; (2) all chip top-level routing between hard macros
must use short wires to neighboring macros; and (3) timing clo-
sure for the hard macro must imply timing closure at the chip
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Abstract—Reconfigurable accelerator fabrics, including
coarse-grain reconfigurable arrays (CGRAs), have experienced
a resurgence in interest because they allow fast-paced software
algorithm development to continue evolving post-fabrication.
CGRAs traditionally target regular workloads with data-level
parallelism (e.g., neural networks, image processing), but once
integrated into an SoC they remain idle and unused for irregular
workloads. An emerging trend towards repurposing these idle
resources raises important questions for how to efficiently map
and execute general-purpose loops which may have irregular
memory accesses, irregular control flow, and inter-iteration loop
dependencies. Recent work has increasingly leveraged elasticity
in CGRAs to mitigate the first two challenges, but elasticity
alone does not address inter-iteration loop dependencies which
can easily bottleneck overall performance. In this paper, we
address all three challenges for irregular loop specialization
and propose ultra-elastic CGRAs (UE-CGRAs), a novel elastic
CGRA that accelerates true-dependency bottlenecks and saves
energy in irregular loops by overcoming traditional VLSI
challenges. UE-CGRAs allow configurable fine-grain dynamic
voltage and frequency scaling (DVFS) for each of potentially
hundreds of tiny processing elements (PEs) in the CGRA,
enabling chains of connected PEs to “rest” at lower voltages and
frequencies to save energy, while other chains of connected PEs
can “sprint” at higher voltages and frequencies to accelerate
through true-dependency bottlenecks. UE-CGRAs rely on a
novel ratiochronous clocking scheme carefully overlaid on the
inter-PE elastic interconnect to enable low-latency crossings
while remaining fully verifiable with commercial static timing
analysis tools. We present the UE-CGRA analytical model,
compiler, architectural template, and VLSI circuitry, and we
demonstrate how UE-CGRAs can specialize for irregular loops
and improve performance (1.42–1.50⇥) or energy efficiency
(1.24–2.32⇥) with reasonable area overhead compared to
traditional inelastic and elastic CGRAs, while also improving
performance (1.35–3.38⇥) or energy efficiency (up to 1.53⇥)
compared to a RISC-V core.

I. INTRODUCTION

Fast-evolving application domains such as machine learn-
ing, augmented and virtual reality, and intelligence on the
edge have increased the demand for energy-efficient hard-
ware accelerators that remain flexible after fabrication. In
particular, coarse-grain reconfigurable arrays (CGRAs) map
dataflows to a spatial array of simple processing elements
(PEs) and send data directly between PEs to reduce expen-
sive data-movement energy in the memory hierarchy. CGRAs
are well-known for efficiently targeting kernels with regular
data-level parallelism in domains such as neural networks and
image processing [1, 13, 15, 47, 59, 61]. However, once inte-
grated into an SoC, they remain idle and unused for irregular
workloads. There is an emerging trend towards repurposing

*This work was performed while Christopher Torng was affiliated with
Cornell University.
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Figure 1. Irregular Loops with Inter-Iteration Loop Dependencies –
CGRAs targeting irregular loops may need to address inter-iteration
loop dependencies, which introduce cycles in the dataflow graph
and greatly reduce throughput. (a) Toy code with a multiple-cycle
inter-iteration dependency; (b) Corresponding dataflow graph with
func() outlined in red; (c) Dataflow graph mapped to four CGRA
PEs and two memory banks; (d) Pipeline diagram illustrating the
inter-iteration dependency; (e) System-level view of a multicore sys-
tem with a UE-CGRA coupled to the memory bus and sprinting a
bottleneck region on an arbitrary kernel.

these idle CGRA resources in general-purpose systems for
accelerating both regular and irregular loops [18, 19, 45, 46].
Architects face three challenges for efficient acceleration of
irregular loops defined by: (1) irregular memory accesses
with variable latencies and non-uniform access patterns, (2)
irregular control flow, and (3) performance bottlenecks due to
inter-iteration loop dependencies.

Recent work has increasingly leveraged elasticity in
CGRAs to robustly address the first two challenges with
latency-insensitive handshaking in both the memory inter-
faces and in the interconnect [13, 18, 19, 21, 45]. Traditional
latency-sensitive CGRAs statically schedule computation at
compile time and function incorrectly for any irregularity in
memory access latency and/or control flow. In contrast, elas-
tic CGRAs determine control and data flow dynamically at
runtime, triggering computation when all operands have be-
come available. Unfortunately, elastic CGRAs still struggle
to achieve high performance in the presence of inter-iteration
loop dependencies. Figure 1(a-d) shows a code example with
a multi-cycle inter-iteration loop dependency. The corre-
sponding dataflow graph and mapped CGRA are shown to-
gether with a pipeline diagram illustrating how throughput
is limited to one iteration every four cycles. Note that this
simple example could be the performance-limiting loop in
a kernel with pointer-chasing behavior. While performance
could still be improved by parallelizing over an outer loop
(not shown) with additional resources, there is little room to
mitigate the true-dependency bottleneck in the inner loop.

big.VLITTLE: On-Demand Data-Parallel Acceleration
for Mobile Systems on Chip

Tuan Ta, Khalid Al-Hawaj, Nick Cebry, Yanghui Ou, Eric Hall, Courtney Golden, and Christopher Batten
School of Electrical and Computer Engineering, Cornell University, Ithaca, NY

{qtt2,ka429,nfc35,yo96,ewh73,ckg35,cbatten}@cornell.edu

Abstract—Single-ISA heterogeneous multi-core architectures
offer a compelling high-performance and high-efficiency solu-
tion to executing task-parallel workloads in mobile systems on
chip (SoCs). In addition to task-parallel workloads, many data-
parallel applications, such as machine learning, computer vi-
sion, and data analytics, increasingly run on mobile SoCs to
provide real-time user interactions. Next-generation scalable
vector architectures, such as the RISC-V Vector Extension and
Arm SVE, have recently emerged as unified vector abstractions
for both large- and small-scale systems. In this paper, we pro-
pose novel area-efficient high-performance architectures called
big.VLITTLE that support next-generation vector architectures
to efficiently accelerate data-parallel workloads in conventional
big.LITTLE systems. big.VLITTLE architectures reconfigure
multiple little cores on demand to work as a decoupled vec-
tor engine when executing data-parallel workloads. Our results
show that a big.VLITTLE system can achieve 1.6� performance
speedup over an area-comparable big.LITTLE system equipped
with an integrated vector unit across multiple data-parallel ap-
plications and 1.7� speedup compared to an aggressive decou-
pled vector engine for task-parallel workloads.

I. INTRODUCTION

Modern mobile systems on chip (SoCs) adopt single-
ISA heterogeneous multi-core architectures (e.g., Arm
big.LITTLE) to offer a compelling high-performance and
high-efficiency solution for task-parallel workloads [36, 38]
in many commercial devices [3, 14, 21–23]. These architec-
tures consist of several high-performance power-hungry out-
of-order big cores and multiple high-efficiency low-power
in-order little cores. This ISA homogeneity and micro-
architecture heterogeneity enable high performance and ef-
ficiency by seamlessly distributing high- and low-intensity
compute tasks to high-performance and high-efficiency cores
respectively [51, 72].

In addition to task-parallel workloads, data-parallel appli-
cations are emerging in mobile SoCs to fully utilize their in-
creasing compute power and sensing capabilities. Workloads
such as augmented and virtual reality (AR/VR) [12, 24], nat-
ural language processing [7, 13], facial and voice recogni-
tion [47], and image processing [65] increasingly rely on in-
device computing power instead of cloud servers to deliver
real-time interactions with humans [42, 49, 68, 69, 71]. These
applications often use compute-intensive data-parallel com-
puter vision, machine learning, and data analytic algorithms
to process a large amount of data in real time. Since mobile
SoCs operate under a tight power and area budget, such in-
creasing computational demand poses a significant challenge
to design both high-performance and high-efficiency mo-
bile architectures to accelerate data-parallel workloads.

The need to efficiently accelerate data-parallel workloads
has led to an emergence of next-generation scalable vector

architectures exemplified by the RISC-V Vector Extension
(RVV) [53] and the Arm Scalable Vector Extension (Arm
SVE) [61]. Traditional vector architectures are typically im-
plemented as either large high-performance variable-length
decoupled vector engines [15, 32, 56, 63] in super-computing
systems or modest area-efficient fixed-length packed-SIMD
integrated vector units (e.g., Intel AVX) in mobile and desk-
top systems. Next-generation vector architectures strive to
provide unified scalable vector abstractions for both large de-
coupled vector engines that yield superior performance with
significant area overheads and small integrated vector units
that require modest extra silicon area with modest perfor-
mance improvement compared to an out-of-order scalar core.

In this paper, we propose novel area-efficient high-
performance architectures called big.VLITTLE that adopt
next-generation vector architectures to accelerate data-
parallel workloads in widely used big.LITTLE systems.
big.VLITTLE architectures achieve both high performance
and area efficiency by reconfiguring a cluster of little cores as
a decoupled vector engine on demand when executing data-
parallel workloads. When a big.VLITTLE system executes
in vector mode, its big core fetches, decodes, and sends vec-
tor instructions to its associated cluster of little cores, which
allows decoupling memory accesses and vector computation.
Little cores reconfigure their scalar pipelines into vector exe-
cution lanes, leverage their physical register files to store vec-
tor register elements, transform their level-one cache subsys-
tem to provide high memory bandwidth, and work together
as a decoupled vector engine.

Due to its reconfigurability, big.VLITTLE architectures do
not need to add area-expensive components such as wide ex-
ecution pipelines and vector register files typically required
in large decoupled vector engines. Compared to integrated
vector units, big.VLITTLE systems can provide longer vec-
tor length and higher memory bandwidth, which results in
better performance. When not executing in vector mode,
big.VLITTLE systems incur no performance overhead for
multi-threaded task-parallel workloads since they operate in
the same way as equivalent big.LITTLE systems. Our cycle-
level performance evaluation shows that a big.VLITTLE
system with one big and four little cores can achieve
1.6� speedup over an area-comparable big.LITTLE sys-
tem equipped with an integrated vector unit for data-parallel
workloads from the Rodinia suite [10], RiVec suite [50], and
a genomics benchmark suite. For task-parallel applications,
the big.VLITTLE system is 1.7� faster than an aggressive de-
coupled vector engine for applications from the Ligra bench-
mark suite [58]. Our post-synthesis area evaluation shows the
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BRG Test Chip #5 (2022)

▶ Three undergraduates → MEng
▶ 2×2.5mm in TSMC 180nm
▶ RISC-V RV32IM micro-controller
▶ 16KB of instruction SRAM, 16KB of data SRAM
▶ SPI interface for config, SPI master, GP I/O
▶ 100% done using PyMTL3 (including chip bring-up)
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Cifer SoC for DARPA POSH (2021)

▶ Project led by David
Wentlzaff’s group at Princeton

▶ 4× 4mm in GF 12 nm
▶ 450 million transistors
▶ 4 Linux-capable Ariane cores
▶ 1 Embedded FPGA

▶ 3 TinyCore clusters
▷ 6 RISC-V RV32IMAF cores
▷ 4KB private L1 data cache
▷ Pairs share icache, MDU, FPU
▷ Software-centric coherence

▶ Mesh-based on-chip network

[CICC’23,SSCL’23]

▶ TinyCore clusters and on-chip network implemented
using PyMTL3 and SystemVerilog import of
DesignWare floating-point units
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Computer Arch Course
Labs use PyMTL for verification, 
PyMTL or Verilog for RTL design

Chip Design Course
Labs use PyMTL for 
verification, PyMTL or 
Verilog for RTL design, 
standard ASIC flow

First Teaching Tapeout
in 10+ years!

Four student projects
All use PyMTL for testing

Two use PyMTL for design
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PyMTL3: A Python Framework for Custom
ASIC Design and Verification
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PyMTL3: A Python
Framework for Open-Source
HardwareModeling,
Generation, Simulation,
and Verification

Shunning Jiang, Peitian Pan, Yanghui Ou,
and Christopher Batten
Cornell University

Abstract—In thisarticle,wepresentPyMTL3, aPython framework for open-sourcehardware

modeling, generation, simulation, andverification. Inaddition tocompelling benefits from

using thePython language,PyMTL3 isdesigned toprovideflexible,modular, andextensible

workflows for bothhardwaredesignersandcomputer architects. PyMTL3supports a

seamlessmultilevelmodelingenvironment andcarefully designedmodular software

architectureusing asophisticated in-memory intermediate representationandacollection

of passes that analyze, instrument, and transformPyMTL3hardwaremodels.Webelieve

PyMTL3canplay an important role in jump-starting theopen-sourcehardwareecosystem.

& DUE TO THE breakdown of transistor scaling

and the slowdown of Moore’s law, there has

been an increasing trend toward energy-efficient

system-on-chip (SoC) design using heteroge-

neous architectures with a mix of general-

purpose and specialized computing engines. Het-

erogeneous SoCs emphasize both flexible param-

eterization of a single design block and versatile

composition of numerous different design

blocks, which have imposed significant chal-

lenges to state-of-the-art hardware modeling and
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Six Lessons Learned After 10+ Years

▶ 1. Dynamic typing concerns are uninformed
Most Python-based embedded DSLs for hardware design support
strong typing for RTL at elaboration time; consider this a form of
gradual typing

▶ 2. Simulation speed actually is a bottleneck
Python-based embedded DSLs struggle to simulate large, complex
designs; Python CL models just too slow compared to C++ CL
models; JIT compilation can only close the gap so much

▶ 3. Verification is more important than design
Too many academic projects focus on making design more productive
or rely purely on type checking and/or correctness by construction;
productive testing and formal methods are equally important!
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Six Lessons Learned After 10+ Years

▶ 4. Interoperability with standard methodologies is essential
RTL translation must be robust and generate readable Verilog; Verilog
import must be a first-class design consideration; must support
industry standard verification flows

▶ 5. Single clock domain and synchronous reset are limiting
Real chips need asynchronous interfaces, source synchronous
interfaces, pipelined reset signals, and/or asynchronous reset for
external IP

▶ 6. Physical design is the crux of agile chip design
Python-based frameworks can help improve design and verification
productivity, but physical design remains a critical bottleneck
especially on small design teams with short design cycles

Christopher Batten May 2025, Jane Street Xcelerator Colloquium 26 / 26



PyMTL3 Motivation PyMTL3 for Design PyMTL3 for Testing PyMTL3 in Practice PyMTL3 Retrospective

PyMTL Python-based hardware generation,
simulation, and verification framework

which enables productive
multi-level modeling and RTL design

Python

RTL

Cycle-Level

Functional-Level

Test Bench

Multi-Level
Simulation

SystemVerilog

RTL
generate

co-simulate synthesize

FPGA
ASICprototype

bring-up
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Core PyMTLv2 developers: Derek Lockhart, Berkin Ilbeyi

Core PyMTLv3 developers: Shunning Jian, Peitian Pan, Yanghui Ou

Thanks to Ji Kim, Shreesha Srinath, Yixiao Zhang, Jacob Glueck, Aaron
Wisner, Gary Zibrat, Christopher Torng, Cheng Tan, Raymond Yang, Kaishuo

Cheng, Jack Weber, Carl Friedrich Bolz, David MacIver, and Zac
Hatfield-Dodds for their help testing and using PyMTL

This work was supported in part by NSF XPS Award #1337240, NSF CRI
Award #1512937, NSF SHF Award #1527065, AFOSR YIP Award
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industry gift, and the the Center for Applications Driving Architectures (ADA),
one of six centers of JUMP, a Semiconductor Research Corporation program
co-sponsored by DARPA, and equipment, tool, and/or physical IP donations

from Intel, NVIDIA, Synopsys, and ARM.
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