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Abstract—Tightly integrated optical interconnects can provide
high-bandwidth, energy-efficient inter-node communication. We
describe a novel system which uses hybrid 2.5D/3D integration to
compose a state-of-the-art FPGA compute chiplet, three electrical
interface chiplets, and three photonic interface chiplets. We use
register-transfer-, gate-, transistor-, and device-level simulations
to demonstrate the potential for this system to achieve 96 Tb/s of
bi-directional bandwidth, and we experimentally demonstrate key
components including a complete opto-electrical channel. Our re-
sults provide a strong case for hybrid 2.5D/3D integration as the
key enabler for scaling co-packaged optical interconnects.

I. INTRODUCTION

Modern data-center and high-performance computing work-
loads are increasingly limited by inter-node communication
overheads. This has motivated the use of inter-node opti-
cal interconnects to enable longer reach, higher bandwidth,
and lower energy compared to equivalent electrical intercon-
nects [5]. State-of-the-art systems use fiber-optic cables that
are connected to compute boards through pluggable optical
transceiver modules, which are then connected to the compute
package through board-level electrical interconnects. Unfortu-
nately, this final step of the electrical interconnect is a signif-
icant bandwidth and energy bottleneck. Tightly integrated op-
tical interconnects promise to overcome this bottleneck by di-
rectly attaching fiber-optic cables to the compute package itself.

Early work proposed monolithic integration, where optical
devices are directly integrated into the compute die [1, 2, 17,
21, 22] (see Fig. 1(a)). However, this approach has yet to see
widespread adoption as the optimal process for electronics is
often sub-optimal for optics and vice-versa. An alternative
approach uses 2.5D integration where an electrical compute
chiplet and opto-electrical chiplet (with electrical transceivers
and optical devices) are co-packaged on an interposer or with an
embedded silicon bridge [9, 10] (see Fig. 1(b)). This approach
allows the electrical compute chiplet to be fabricated in an ad-
vanced technology node, but designers again face a difficult
trade-off in optimizing the opto-electrical chiplet. 3D integra-
tion involves an electrical compute chiplet (with compute logic
and electrical transceivers) and an optical device chiplet directly
integrated into a 3D stack [3, 4, 6–8, 13, 18] (see Fig. 1(c)).
This approach not only requires more sophisticated packaging,
but also requires fixing the integration of compute logic and
transceivers at design time. Hybrid 2.5D/3D integration offers
a compelling compromise: 3D integration stacks an optimized
optical device chiplet with an optimized electrical transceiver
chiplet and then 2.5D integration packages this 3D stack with an
optimized electrical compute chiplet (see Fig. 1(d)). While prior
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work has proposed hybrid 2.5D/3D integration for co-packaged
optics [3, 4], no prior work has experimentally demonstrated
a complete system combining a state-of-the-art electrical com-
pute chiplet, electrical transceiver chiplet, and optical device
chiplet using hybrid 2.5D/3D integration.

This paper describes a novel system which uses hybrid
2.5D/3D integration to compose an Intel Stratix 10 FPGA
chiplet fabricated on an advanced technology node, three elec-
trical interface chiplets (EIC) fabricated on Intel 16 nm, and
three photonic interface chiplets (PIC) fabricated through AIM
Photonics (see Fig. 2). An EIC and PIC are stacked using 3D
integration based on 55 µm-pitch µbumps, and each EIC/PIC
stack is integrated with the FPGA chiplet using using 2.5D
integration based on 45 µm-pitch µbumps and Intel’s Embed-
ded Multi-Die Interconnect Bridge (EMIB) technology. Unlike
Fig. 1(d), the system presented in this paper positions the EIC
on top of the PIC. The underlying design philosophy is scal-
ing to many more channels at modest data rates will be par-
ticularly advantageous for achieving both high aggregate band-
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width and high energy efficiency [23, 24]. Given this motiva-
tion, each EIC/PIC stack implements 1,024 optical channels
in each direction with 64 channels wavelength-division multi-
plexed (WDM) onto a single fiber. The channels are designed
to potentially operate at up to 16 Gb/s leading to a peak bi-
directional optical bandwidth of 32 Tb/s per EIC/PIC stack and
96 Tb/s aggregated across the system. We have conducted a
rigorous simulation-based study using register-transfer-, gate-,
transistor-, and device-level models, and we have conducted a
functional demonstration of the system in-lab including validat-
ing a complete opto-electrical channel from EIC through PIC.

Our main contributions are: (1) a detailed description of a
novel FPGA/EIC/PIC system which uses hybrid 2.5D/3D in-
tegration including discussion of key techniques for overcom-
ing scaling challenges in both the EIC and PIC; (2) simulation-
based evaluation demonstrating the potential for this system to
achieve 96 Tb/s of bi-directional optical bandwidth; and (3) ex-
perimental demonstration of the key components of this system
including a complete opto-electrical channel.

II. SYSTEM DESIGN

Fig. 2 illustrates the three types of chiplets in the system.
We use an Intel Stratix 10 FPGA chiplet with 1.3M logic ele-
ments, 2.5K digital signal processing (DSP) blocks, and 114 Mb
on-chip memory. The FPGA chiplet connects to three sepa-
rate EICs through Intel’s EMIB and an Advanced Interface Bus
(AIB) interface. Each EIC is 8×8 mm with 1.4K C4 bumps and
13K µbumps. Each EIC is flip-chip bonded to a PIC. Each PIC
is 8.6×8.1 mm with 10K µbumps and is directly attached to an
optical fiber array.

A. EIC Architecture

Fig. 3 shows the EIC die photo, and Fig. 4 illustrates the three
major EIC blocks: AIB, crossbar, and transceivers (TRX).

1) AIB: The AIB is a commercially available physical-layer
IP that implements the AIB protocol [12]. The AIB connects 24
channels to a crossbar which operates at 500 MHz. Each AIB
channel can potentially support up to 40 Gb/s in AIB 1.0 mode
or 160 Gb/s in AIB 2.0 mode, although only AIB 1.0 mode is
enabled in this system for a total potential AIB bandwidth of
960 Gb/s per EIC.

2) Crossbar: The crossbar routes the AIB channels to the
TRX channels and hosts a majority of the control and test in-
frastructure for the EIC. The crossbar integrates 48 AIB in-
terface macros, 1024 TRX interface macros, and 48 32-bit
channels at 500 MHz which connect the AIB interface macros
to 48 of the TRX interface macros. Each interface macro is
equipped with programmable scan chains, pseudorandom bi-
nary sequence (PRBS) generators and verifiers, and fixed pat-
tern generators and verifiers. Both AIB and TRX interface
macros can be configured to either pass through or loop back
the received data.

3) TRX: The TRX is designed for high-density 3D integration
with the PIC and is similar to the architecture from Khilwani et
al. [13]. The TRX comprises four TRX groups, each containing
256 TRX cells. Each TRX cell includes a transmitter (TX) path
that transmits data from the crossbar to the PIC, and a receiver
(RX) path that receives data from the PIC and forwards it to
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the crossbar. Both paths are designed to provide 16 Gb/s band-
width per channel, resulting in an aggregate TRX bandwidth of
16 Tb/s in each direction.

The TX path consists of a 128-bit buffer, serializer, and level-
shifting driver. Similarly, the RX path includes an offset DAC,
analog front end (AFE), deserializer, and 128-bit buffer. The
128-bit buffers form a mesochronous interface for synchroniza-
tion between the TRX and crossbar. The TRX/crossbar in-
terface supports 32 bits per channel at 500 MHz and two test
modes. The TX test mode provides a scan chain interface to the
128-bit buffer, and the RX test mode enables alternating 32-bit
patterns in place of streaming data from the PIC.



Unlike prior work [13], our architecture: (1) uses a heater
DAC with linear power output to enable simplified tuning and
(2) integrates active TX/RX re-calibration circuitry for long-
term operation. By measuring the amplitude of the AFE signal,
we create a control feedback loop to the heater DACs which
keeps the modulators and filters at the appropriate resonance. In
the case of the RX, the calibration also adjusts the offset DAC
which keeps the received signal centered at mid-rail.

B. EIC Scaling Challenges

Although prior EIC implementations have demonstrated up
to 100 optical channels [3, 4, 6–10, 13], scaling to 1024 optical
channels raises new physical design challenges with respect to
routing and clocking.

1) Routing distance: Routing to the crossbar from 16 TRX
cells in each TRX row was particularly challenging. The TRX
is ≈4 mm wide, resulting in the latency from the rightmost TRX
cells exceeding the 2 ns clock period of the crossbar. Although
only some cells violated timing, we inserted pipeline registers
on all signals eight cells away from the signal’s originating cell.

2) Routing congestion: Each TRX cell interface consists of
64 data bits and 7 control bits, resulting in 1,136 wires at the
left edge of each 16-cell TRX row. This caused near-100% hor-
izontal routing track usage and limited scalability of the row
size. We used a “swizzle” layout with one signal buffered at a
time and then shifted down one position in the bus. This style
allowed for regular buffering of a small number of signals at
a time due to limited space for downward vias, and it also al-
lowed for a modular layout pattern. The crossbar then effec-
tively needed to mux over tens of thousands of signals from the
TRX to thousands of pins on the AIB. Given the large num-
ber of signals, we used hierarchical design with AIB interface
and TRX interface macros. Routing by abutment was used to
simplify top-level routing and timing closure.

3) Clock distribution: Although the crossbar and TRX could
operate on the same clock, the TRX layout was too dense to al-
low for clock tree balancing across the array. We instead used
mesochronous buffers at the TRX-crossbar interface [14]. No
handshake mechanism was needed, because both sides oper-
ate at the same frequency, and there is no back-pressure in the
physical-level interface.

C. PIC Architecture

The PIC is co-designed with the EIC for flip-chip bonding.
Each TRX cell modulates (TX) and detects (RX) a single wave-
length; 64 wavelengths are wavelength-division multiplexed
(WDM) onto a single optical link resulting in a total of 16 TX
links and 16 RX links arranged into four groups on the PIC (see
Fig. 3). Fig. 5 shows the link architecture based on our own
prior work [26,27]. At the TX side, we use ring-assisted Mach-
Zehnder interferometer RAMZI-based interleavers to subdivide
the incoming wavelength channels onto separate buses [25].
Data is modulated onto each wavelength by separate banks of
cascaded microdisk modulators, driven by the EIC through the
µbumps. The 64 modulated channels are then recombined into
a single fiber output. At the RX side, a similar interleaving
structure sends the wavelengths onto four buses of cascaded mi-
crodisk filters for sensing. The optical devices are designed to
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Fig. 5. Photonic Link Architecture (measured link budgets satisfying
simulated RX sensitivity)

support each wavelength operating at 16 Gb/s, achieving an ag-
gregate bandwidth of 1 Tb/s per fiber, and thus 16 Tb/s per PIC
with a 2 Tb/s/mm shoreline bandwidth density.

D. PIC Scaling Challenges

Just as for the EIC, scaling to 1024 optical channels raises
new PIC design challenges, including managing optical band-
width, optical losses, process variations, and thermal control.

1) Optical bandwidth: Conventional single-bus link architec-
tures struggle to accommodate massive WDM due to the limited
free spectral range (FSR) of the microresonators. We adopt a
multi-bus link architecture that de-interleaves WDM channels
onto multiple buses, as proposed previously [11, 18]. Since
each stage of de-interleaving doubles the channel spacing, un-
wanted resonances are placed between channels with minimal
crosstalk. This enables 64 WDM channels spaced at 100 GHz
(spanning > 50 nm in C-band) with modulators and filters of a
moderate 25.69 nm FSR.

2) Optical losses: Massive WDM scaling also reduces the
optical power budget per channel. Silicon nonlinearities limit
the total optical power per waveguide, and optical losses must
be minimized to meet the target receiver sensitivity. We care-
fully optimize the number of interleaver stages to balance inter-
leaver insertion loss vs. accumulated modulator/filter passing
losses. We also adopt custom vertical-junction (VJ) microdisk
modulators similar to [16]. The improved depletion response
of VJ modulators compared to lateral-junction modulators al-
lows using < 0.8 V CMOS-compatible voltage swings, while
still achieving high extinction ratios and thus low power penal-
ties [15]. Chip-fiber coupling loss can also be reduced to < 1 dB
per facet by using optimized edge coupler designs, such as [8].

3) Process variations and thermal management: Thermal
control is challenging in so many optical channels. On-chip
thermal control is desirable, but faces limited area due to dense
packaging requirements. Off-chip thermal control has more
area available, but suffers from limited I/O count and bandwidth
to the many devices requiring tuning. We adopt a fabrication-
robust platform where wide waveguides are used in certain
sections to reduce the sensitivity to process variations [19],
while maintaining single-mode operation with specially de-
signed bend geometries. We also explore the use of substrate
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undercut around thermally tuned devices, as shown in Fig. 3,
which can improve thermal tuning efficiency by at least 5× [20].

III. EVALUATION

We use simulation-based and experimental results to demon-
strate the potential for hybrid 2.5D/3D integration to enable co-
packaged optical interconnects.

A. Simulation-Based Evaluation
We use bare-die measurement of photonic devices to char-

acterize the optical link losses, parasitic resistance/capacitance
of the optical modulator and photodetector, drive voltage of the
photodetector, and thermal characteristics of the heaters. We
build compact models of the PIC devices and use transistor-
level modeling of the TRX on the EIC to characterize the EIC to
PIC bandwidth, latency, and energy. We build register-transfer-
level (RTL) behaviorial models of the TRX and use RTL model-
ing of the AIB and crossbar along with a target FPGA design to
characterize the FPGA to EIC bandwidth, latency, and energy.

Our end-to-end simulations, from the FPGA to the TRX mi-
crobumps, validate that the FPGA can sustain 768 Gb/s over the
AIB, crossbar, TRX, and PIC by using 48 of the optical chan-
nels each operating at 16 Gb/s. This is below the peak AIB
1.0 bandwidth, since two 32-bit EIC channels are mapped to
each 80-bit AIB channel. Our simulations also validate that
the EIC can sustain 32 Gb/s bi-directional bandwidth over the
crossbar, TRX, and PIC by generating PRBS traffic on-chip for
every TRX channel. Finally, our device-level characterization
validates that we can meet the optical power limits and receiver
sensitivity target (-22 dBm for 1E-12 bit error rate at 16 Gb/s).
Our simulations show an end-to-end latency of 39 ns from the
FPGA to PIC, most of which stems from pipeline and synchro-
nization delays in the crossbar which could potentially be opti-
mized to reduce latency. Our simulation-based energy analysis
suggests it should be possible to achieve sub-1 pJ/b including
the TRX and PIC with another 1 pJ/b for the AIB and crossbar.

B. Experimental Evaluation
Fig. 6 illustrates our experimental setup. The optical path
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Fig. 7. Eye Diagrams for Opto-Electrical EIC/PIC Channel

amplifier (TDFA) and a polarization controller (PC) before en-
tering the PIC. The modulated optical carrier from the PIC is
converted to an electrical signal by a Thorlabs photodetector
and inspected by a Keysight oscilloscope. The EIC is config-
ured through an SPI controller to generate a 128-bit repeating
fixed pattern or pseudo-random pattern. The 128-bit pattern is
sent from the crossbar through the TRX to the PIC for mod-
ulation. We successfully demonstrated the FPGA functioning
in isolation and demonstrated multiple complete opto-electrical
channels from the EIC through the PIC each running at 1 Gb/s
(see Fig. 7). However, several implementation issues prevented
demonstrating the system’s full capabilities. While each optical
channel is functional, we were unable to include delay-locked
loops in the EIC, meaning the RX clock to data skew is un-
known. A timing analysis bug prevented the crossbar from run-
ning at the target 500 MHz, and a power routing bug led to unre-
liable operation of several AIB interface units. A future revision
would be able to correct these issues.

IV. CONCLUSION

In this paper, we presented a novel system which uses hy-
brid 2.5D/3D integration to compose a state-of-the-art FGPA
compute chiplet, three electrical interface chiplets, and three
photonic interface chiplets. Our simulation-based evaluation
demonstrates the potential for this system to achieve 96 Tb/s of
bi-directional optical bandwidth, and our experimental demon-
stration functionally validates key components including a com-
plete opto-electrical channel. While implementation oversights
prevented our experimental system from demonstrating the tar-
get system-level bandwidth, this work still shows the poten-
tial of hybrid 2.5D/3D integration and serves as an important
next step towards scaling co-packaged optical interconnects for
inter-node communication.
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