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1. Introduction

To sustain the historic performance improvement in VLSI
systems, while remaining within the power envelope, the
trend has moved towards designing multiple cores on a sin-
gle die. However, if designed using current and/or pro-
jected electrical solutions, these systems would quickly get
bandwidth-limited due to bandwith density limitations and
power constraints. It is therefore necessary to explore al-
ternate interconnect technologies like silicon photonics that
could provide high bandwidth density and energy-efficient
data transmission. Here, we summarize the results from our
study [1] to determine the limits and opportunities for using
silicon photonic technology for designing core-to-memory
i.e. off-chip interconnect networks in manycore systems.
We focus on the memory bandwidth aspect of the many-
core design as this would be the primary bottleneck in ex-
tracting maximum performance out of a manycore system.
There have been other approaches to designing both core-to-
memory networks [2,5] and core-to-core networks [3, 4, 6]
using silicon photonics.

2. Electrical vs Photonic links

Figure 1 shows an example unified on-chip/off-chip pho-
tonic link that can be used for core-to-memory communica-
tion. Light waves from an external broadband laser source
are coupled onto a chip using a vertical coupler, that guides
the light waves into the waveguide. These light waves are
then modualted using ring modulators that are driven by
modulator drivers. Here, the data gets converted from elec-
trical to optical medium. The modulated light waves travel
to the other chip through a single-mode fiber, where the light
waves are filtered using ring filters and are absorbed using a
photodetector that converts light into current, which is then
fed to the electrical receiver.

The two key advantages of photonic links is energy-
efficient modulation and detection that is independent of
the length of the wire, and high bandwidth density due to
dense wavelength division multiplexing (DWDM). Assum-
ing monolithic integration of photonic devices, for 22 nm
technology, a unified on-chip/off-chip photonic link provides
more than 20x advantage in terms of the data-dependent en-
ergy compared to the total energy spent in the on-chip and
off-chip electrical links. However, the photonic links have
a significant static energy cost in terms of energy in thermal
tuning circuits and optical laser source, which can be much
higher than the static energy cost of electrical links. Hence,
networks designed using photonic links need to have high

utilization to offset the large static energy overhead. In addi-
tion to potential energy savings, photonic links also provide
30x higher bandwidth density through DWDM.

3. Core-to-memory photonic network

For our case study we considered a 64-tile system with 16
groups that used a local meshes to global switches (LMGS)
topology designed using a monolithically integrated unified
on-chip/oft-chip photonic link for core-to-memory commu-
nication. The static energy component of a photonic network
is highly dependent on the physical layout of the waveguides
and rings. Figure 2 and Figure 3 show the ring matrix and
u-shaped layout of the waveguides and rings for implement-
ing the LMGS network topology. Light waves traveling in
one direction on the waveguides were used for transmitting
data from the cores to memory, while light waves traveling
in the opposite direction were used for transmitting data from
memory to core. Along the optical path, the two main com-
ponents of optical loss are waveguide loss and through ring
loss. Figure 4 shows the waveguide loss and through loss
limits for a desired optical power budget in the u-shaped and
ring matrix layout. For a optical power budget of 2 W, a
waveguide loss of less 0.5 dB/cm and 1.5 dB/cm is required
for ring matrix and u-shaped layout, respectively, which is
very challenging to achieve using current silicon photonic
technology. Similarly, the through ring loss requirement of
less than 0.01 dB/ring and 0.5 dB/ring is required for ring
matrix and u-shaped layout respectively. In addition, the u-
shaped layout has half the number of rings than that in the
ring matrix, hence the thermal tuning energy required in u-
shaped layout is half of that in the ring matrix. We therefore
chose the u-shaped layout for our network.

A detailed cycle-level simulator was used to study the
power and performance of the core-to-memory photonic net-
work for the 64-tile system with 16 DRAM modules, run-
ning at 2.5 GHz and designed using 22 nm technology for
a uniform random traffic pattern. We assumed a total power
budget of 20 W for both on-chip and off-chip network. Fig-
ure 5 shows the plot of latency and power versus bandwidth
for various electrical and photonic network configurations.
We used on-chip network overprovisioning (increasing net-
work link widths) and tile grouping to maximize the advan-
tages of photonic links. From Figure 5(a), for pure electri-
cal network, it can be observed that an increase in the num-
ber of groups increased the saturation throughput (=3 x for
16—group case). The latency also reduced due to the reduc-
tion in the on-chip hop count. The use of on-chip network
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Figure 1: Unified on-chip/off-chip silicon photonic link.
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Figure 2: LMGS network design for a 64-tile system with 16 groups implemented using a ring matrix physical network. Two different
requests to the same DRAM are highlighted.
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Figure 3: LMGS network design for a 64-tile system with 16 groups implemented using a u-shaped physical network. Two different
requests to the same DRAM are highlighted.
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Figure 4: Optical power (in W) contour plot for the off-chip photonic LMGS network in a 64-tile system.
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Figure 5: Simulated power and performance for various LMGS network configurations assuming (a) electrical link (on-chip and off-
chip) with grouping, (b) electrical link (on-chip and off-chip) with grouping and overprovisioning and (c) electrical link (on-chip)
photonic link (on-chip and off-chip) with grouping and overprovisioning. Link widths chosen such that network does not exceed power
budget of 20 W. Thermal tuning power (1 ¢ W/ring/K) included, laser power not included.

overprovisioning (Figure 5(b)) provided ~3 x improvement
in the saturation throughput for 1-group and 4-group case,
but with an increase in power dissipation. The replacement
of power hungry off-chip and part of on-chip electrical links
with the unified energy-efficient photonic links enabled the
use of wider links for both on-chip and off-chip network,
which improved the saturation throughput and reduced la-
tency. Comparing the 16-group photonic case with overpro-
visioning factor of 1 and best case electrical (4-group with
overprovisioning factor of 2) showed an order of magnitude
higher saturation throughput and lower latency for the pho-
tonic case at comparable power dissipation.
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