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ABSTRACT
Modern machine learning methods are critical to the development of large-scale personalized learning systems that cater directly to the needs of individual learners. The recently developed SPARse Factor Analysis (SPARFA) framework provides a new statistical model and algorithms for machine learning-based learning analytics, which estimate a learner’s knowledge of the latent concepts underlying a domain, and content analytics, which estimate the relationships among a collection of questions and the latent concepts. SPARFA estimates these quantities given only the binary-valued graded responses to a collection of questions. In order to better interpret the estimated latent concepts, SPARFA relies on a post-processing step that utilizes user-defined tags (e.g., topics or keywords) available for each question. In this paper, we relax the need for user-defined tags by extending SPARFA to jointly process both graded learner responses and the text of each question and its associated answer(s) or other feedback. Our purely data-driven approach (i) enhances the interpretability of the estimated latent concepts without the need of explicitly generating a set of tags or performing a post-processing step, (ii) improves the prediction performance of SPARFA, and (iii) scales to large test/assessments where human annotation would prove burdensome. We demonstrate the efficacy of the proposed approach on two real educational datasets.
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1. INTRODUCTION
Traditional education typically provides a “one-size-fits-all” learning experience, regardless of the potentially different backgrounds, abilities, and interests of individual learners. Recent advances in machine learning enable the design of computer-based systems that analyze learning data and provide feedback to the individual learner. Such an approach has great potential to revolutionize today’s education by offering a high-quality, personalized learning experience to learners on a global scale.

1.1 Personalized learning systems
Several efforts have been devoted into building statistical models and algorithms for learner data analysis. In [5], we proposed a personalized learning system (PLS) architecture with two main ingredients: (i) learning analytics (analyzing learner interaction data with learning materials and questions to provide personalized feedback) and (ii) content analytics (analyzing and organizing learning materials including questions and text documents). We introduced the SPARse Factor Analysis (SPARFA) framework for learning and content analytics, which decomposes assessments into different knowledge components that we call concepts. SPARFA automatically extracts (i) a question–concept association graph, (ii) learner concept knowledge profiles, and (iii) the intrinsic difficulty of each question, solely from graded binary learner responses to a set of questions; see Fig. 2 for an example of a graph extracted by SPARFA. This framework enables a PLS to provide personalized feedback to learners on their concept knowledge, while also estimating the question–concept relationships that reveal the structure of the underlying knowledge base of a course.

The original SPARFA framework [5] extracts the concept structure of a course from binary-valued question–response data. The latent concepts are “abstract” in the sense that they are estimated from the data rather than dictated by a subject matter expert. To make the concepts interpretable by instructors and learners, SPARFA performs an ad-hoc post-processing step to fuse instructor-provided question tags to each estimated concept. Requiring domain experts to label the questions with tags is an obvious limitation to the approach, since such tags are often incomplete or inaccurate and thus provide insufficient or unreliable information.

Inspired by the recent success of modern text processing algorithms, such as latent Dirichlet allocation (LDA) [3], we posit that the text associated with each question can potentially reveal the meaning of the estimated latent concepts without the need of instructor-provided question tags. Such an data-driven approach would be advantageous as it would easily scale to domains with thousands of questions. Furthermore, directly incorporating textual information into the SPARFA statistical model could potentially improve the estimation performance of the approach.

1.2 Contributions
In this paper, we propose SPARFA-Top, which extends the SPARFA framework [5] to jointly analyze both graded learner responses to questions and the text of the question, response, or feedback. We augment the SPARFA model by statistically modeling the word occurrences associated with the questions as Poisson distributed. We develop a computationally efficient block-coordinate descent algorithm that,
given only binary-valued graded response data and associated text, estimates (i) the question–concept associations, (ii) learner concept knowledge profiles, (iii) the intrinsic difficulty of each question, and (iv) a list of most important keywords associated with each estimated concept.

SPARFA-Top is capable of automatically generating a human readable interpretation for each estimated concept in a purely data-driven fashion (i.e., no manual labeling of the questions is required), thus enabling a PLS to automatically recommend remedial or enrichment material to learners that have low/high knowledge level on a given concept. Our experiments on real-world educational datasets indicate that SPARFA-Top outperforms SPARFA in terms of both prediction performance and interpretability of the estimated concepts.

1.3 Related work
The joint analysis of binary-valued data and associated textual information has been studied in the context of congresional voting patterns using Bayesian inference methods [8, 11]. Our proposed approach uses a block-coordinate descent method [10] that is computationally more efficient; this aspect is crucial in practice as it enables to provide real-time feedback to each learner. In addition, the particular structure imposed by SPARFA (non-negativity and sparsity) distinguishes our framework from the methods in [8, 11]. Optimization-based topic model methods have been proposed in [6, 12]. None of these methods, however, consider the joint analysis of textual information and other forms of observed data (such as graded learner responses).

2. THE SPARFA-TOP MODEL
We start by summarizing the SPARFA framework [5], and then extend it by modeling word counts extracted from textual information available for each question. We then detail the SPARFA-Top algorithm, which jointly analyzes binary-valued graded learner responses to questions as well as question text to generate (i) a question–concept association graph and (ii) keywords for each estimated concept.

2.1 SPARse Factor Analysis (SPARFA)
SPARFA assumes that graded learner response data consist of N learners answering a subset of Q questions that involve K ≪ Q, N underlying (latent) concepts. Let the column vector c_j ∈ R^K, j ∈ {1, . . . , N} represent the latent concept knowledge of the j^th learner, let w_i ∈ R^K, i ∈ {1, . . . , Q} represent the associations of question i to each concept, and let the scalar μ_i ∈ R represent the intrinsic difficulty of question i. The student–response relationship is modeled as

\[ Z_{i,j} = w_i^T c_j + \mu_i, \quad \forall i, j, \] and

\[ Y_{i,j} \sim Ber(\Phi(\tau_{i,j} Z_{i,j})), \quad (i,j) \in \Omega_{obs}, \] (1)

where \( Y_{i,j} \in \{0,1\} \) corresponds to the observed binary-valued graded response variable of the j^th learner to the i^th question, where 1 and 0 indicate correct and incorrect responses, respectively. \( Ber(\phi) \) designates a Bernoulli distribution with success probability \( \phi \), and \( \Phi(x) = \frac{1}{1+e^{-x}} \) denotes the inverse logit link function, which maps a real value to the success probability \( z \in [0,1] \). The set \( \Omega_{obs} \) contains the indices of the observed entries (i.e., the observed data may be incomplete).

The precision parameter \( \tau_{i,j} \) models the reliability of the observed binary graded response \( Y_{i,j} \). Larger values of \( \tau_{i,j} \) indicate higher reliability on the observed graded learner responses, while smaller values indicate lower reliability. For the sake of simplicity of exposition, we will assume \( \tau_{i,j} = \tau, \forall i, j \) throughout this paper.

To address the fundamental identifiability issue in factor analysis and to account for real-world educational scenarios, [5] imposed specific constraints on the model (1). Concretely, every row \( w_i \) of the question–concept association matrix \( W \) is assumed to be sparse and non-negative. The sparsity assumption dictates that one expects each question to be related to only a few concepts, which is typical for most education scenarios. The non-negativity assumption characterizes the fact that knowledge of a particular concept does not hurt one’s ability of answering a question correctly.

2.2 SPARFA-TOP: Joint analysis of learner responses and textual information
SPARFA [5] utilizes a post-processing step to link predefined tags with the inferred latent concepts. We now introduce a novel approach to jointly consider graded learner response and associated textual information, in order to directly associate keywords with the estimated concepts.

Assume that we observe the word–question occurrence matrix \( B \in \mathbb{R}^{Q \times V} \), where \( V \) corresponds to the size of the vocabulary, i.e., the number of unique words that have occurred among the Q questions. Each entry \( B_{i,v} \) represents how many times the \( v \)_th word occurs in the associated text of the \( i \)_th question; as is typical in the topic model literature, common stop words ("the", "and", "in" etc.) are excluded from the vocabulary. The word occurrences in \( B \) are modeled as follows:

\[ A_{i,v} = w_i^T t_v \quad \text{and} \quad B_{i,v} \sim Pois(A_{i,v}), \quad \forall i, v, \] (2)

where \( t_v \in \mathbb{R}_+^K \) is a non-negative column vector that characterizes the expression of the \( v \)_th word in every concept. Inspired by the topic model proposed in [12], the entries of the word-occurrence matrix \( B_{i,v} \) in (2) are assumed to be Poisson distributed, with rate parameters \( A_{i,v} \).

We emphasize that the models (1) and (2) share the same question–concept association vector, which implies that the relationships between questions and concepts manifested in the learner responses are assumed to be exactly the same as the question–topic relationships expressed as word co-occurrences. Consequently, the question–concept associations generating the associated question text are also sparse and non-negative, coinciding with the standard assumptions made in the topic model literature [3, 9].

3. SPARFA-TOP ALGORITHM
We now develop the SPARFA-Top algorithm by using block multi-convex optimization, to jointly estimate \( W, C, \mu, \) and \( T = [t_1, \ldots, t_V] \) from the observed student–response matrix \( Y \) and the word-frequency matrix \( B \). Specifically, we

\(^{1}\text{Since the Poisson rate }A_{i,v}\text{ must be strictly positive, we assume that }A_{i,v} \geq \varepsilon \text{ with } \varepsilon = 10^{-6} \text{ in all experiments.}
seek to solve the following optimization problem:

\[
\min_{w, c, t} \quad w, c, t : w_{i,k} \geq 0 \forall v, k, t_{i,v} \geq 0 \forall v, v
\]

\[
\sum_{(i,j) \in \Omega_{obs}} - \log p(Y_{i,j} | w_i^T c_j + \mu_i, \tau) + \sum_{i,v} - \log p(B_{i,v} | w_i^T t_v)
\]

\[
+ \lambda \sum_i |w_i|_1 + \frac{\gamma}{2} \sum_j ||c_j||_2^2 + \frac{\mu}{2} \sum_v ||t_v||_2^2. \tag{3}
\]

Here, the probabilities \(p(Y_{i,j} | w_i^T c_j + \mu_i, \tau)\) and \(p(B_{i,v} | w_i^T t_v)\) follow the statistical models in (1) and (2), respectively. The \(\ell_1\)-norm penalty term \(\lambda \sum_i |w_i|_1\) induces sparsity on the question–concept–matrix \(w\). The \(\ell_2\)-norm penalty terms \(\frac{\gamma}{2} \sum_j ||c_j||_2^2\) and \(\frac{\mu}{2} \sum_v ||t_v||_2^2\) gauge the norms of the matrices \(C\) and \(T\). To simplify the notation, the intrinsic difficulty \(\mu\) vector and \(w\) correspond to topic models.

The optimization problem (3) is block multi-convex, i.e., the subproblem of optimizing over \(w\) with \(C\) and \(T\) fixed and optimizing for the other is convex. This property inspires us to deploy a block coordinate descent approach to compute an approximate to (3). The SPARFA-Top algorithm starts by initializing \(W, C,\) and \(T\) with random matrices and then optimizes each of these three factors iteratively until convergence. The subproblems of optimizing over \(W\) and \(C\) are solved iteratively using algorithms relying on the FISTA framework (see [2] for the details).

The subproblem of optimizing over \(C\) with \(W\) and \(T\) fixed was detailed in [5]. The subproblem of optimizing over \(T\) with \(W\) and \(C\) fixed is separable in each column of \(T\), with the problem for \(t_v\) being:

\[
\min_{t_v} \quad \sum_i - \log p(B_{i,v} | w_i^T t_v) + \frac{\gamma}{2} \|t_v\|_2^2. \tag{4}
\]

This subproblem can be efficiently solved using FISTA, where the gradient of the objective function with respect to \(t_v\) being:

\[
\nabla_{t_v} \sum_i - \log p(B_{i,v} | w_i^T t_v) + \frac{\gamma}{2} \|t_v\|_2^2 = W^T r + \eta t_v, \tag{5}
\]

where \(r\) is a \(Q \times 1\) vector with its \(i^{th}\) element being \(r_{i} = 1 - \frac{B_{i,v}}{w_i^T t_v}\). The projection step corresponds to the simple operation of setting negative entries in \(t_v\) to zero.

The subproblem of optimizing over \(W\) with \(C\) and \(T\) fixed is also separable in each row of \(W\). The problem for each \(w_i\) is:

\[
\min_{w_i} \quad \sum_{j,(i,j) \in \Omega_{obs}} - \log p(Y_{i,j} | w_i^T c_j + \mu_i, \tau)
\]

\[
+ \sum_{v} - \log p(B_{i,v} | w_i^T t_v) + \lambda \|w_i\|_1. \tag{6}
\]

which can be efficiently solved using FISTA. Specifically, analogous to [5, Eq. 5], the gradient of the smooth part of the objective function with respect to \(w_i\) corresponds to:

\[
\nabla_{w_i} \left( \sum_{j,(i,j) \in \Omega_{obs}} - \log p(Y_{i,j} | w_i^T c_j + \mu_i, \tau)
\right)
\]

\[
+ \sum_{v} - \log p(B_{i,v} | w_i^T t_v) = -C_i^T (y_i - p) + T_i^T s. \tag{7}
\]

where \(y_i\) represents the transpose of the \(i^{th}\) row of \(Y\), \(p\) represents a \(N \times 1\) vector with \(p_{j} = 1/(1 + e^{-w_j^T c_i})\) as its \(j^{th}\) element, and \(s\) is a \(V \times 1\) vector with \(s_v = 1 - \frac{B_{i,v}}{w_i^T t_v}\) as its \(v^{th}\) element. The projection step is a soft-thresholding operation, as detailed in [5, Eq. 7]. The step-sizes are chosen via back-tracking line search as described in [4].

Note that we treat \(\tau\) as a fixed parameter. Alternatively, one could estimate this parameter within the algorithm by introducing an additional step that optimizes over \(\tau\). A thorough analysis of this approach is left for future work.

### 4. Experiments

We now demonstrate the efficacy of SPARFA-Top on two real-world educational datasets: an 8th grade Earth science course dataset provided by STEMscopes [7] and a high-school algebra test dataset administered on Amazon’s Mechanical Turk [1], a crowdsourcing marketplace. The STEMscopes dataset consists of 145 learners answering 80 questions, with only 13.5% of the total question/answer pairs being observed. The question–associated text vocabulary consists of 326 words, excluding common stop-words. The algebra test dataset consists of 99 users answering 34 questions, with the question–answer pairs fully observed. As no informative question text is available, we use the tags on each question to from a vocabulary of 13 words.

The regularization parameters \(\lambda, \gamma, \mu, \eta\), together with the precision parameter \(\tau\) of SPARFA-Top, are selected via cross-validation. In Figure 1, we show the prediction likelihood defined by \(p(Y_{i,j} | w_i^T c_j + \mu_i, \tau), (i,j) \in \Omega_{obs}\) for SPARFA-Top on 20% holdout entries in \(Y\) and for varying precision values \(\tau\). We see that textual information can slightly improve the prediction performance of SPARFA-Top over SPARFA (which corresponds to \(\tau \to \infty\)), for both the STEMscopes dataset and the algebra test dataset. The reason for (albeit slight) improvement in prediction performance is the fact that textual information reveals additional structure underlying a given test/assessment.

![Figure 1: Average predicted likelihood on 20% holdout data in Y using SPARFA-Top with different precision parameters \(\tau\). For \(\tau \to \infty\) SPARFA-Top corresponds to SPARFA as proposed in [5].](image-url)

Figures 2 and 3 show the question–concept association graphs along with the recovered intrinsic difficulties, as well as the top three words characterizing each concept, for both
datasets. Compared to SPARFA (see [5]), we observe that SPARFA-Top is able to relate all questions to concepts, including those questions that were found in [5, Figs. 2 and 9] to be unrelated to any concept. Furthermore, Figures 2 and 3 demonstrate that SPARFA-Top is capable of automatically generating an interpretable summary of the meaning of each concept.

5. CONCLUSIONS

We have introduced the SPARFA-Top framework, which extends SPARFA [5] by jointly analyzing both the binary-valued graded learner responses to a set of questions and the text associated with each question via a topic model. As our experiments have shown, our purely data-driven approach avoids the manual assignment of tags to each question and significantly improves the interpretability of the estimated concepts by automatically associating keywords extracted from question text to each estimated concept.
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