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Abstract—Soft-input soft-output (SISO) maximum a-posteriori (MAP) decoders for convolutional codes (CCs) are an integral part of many modern wireless communication systems. Specifically, SISO-MAP decoding forms the basis for turbo decoders, as, e.g., specified for HSDPA or 3GPP-LTE, or for iterative detection and decoding in multiple-input multiple-output wireless systems, such as IEEE 802.11n. In this paper, we investigate the silicon-area, throughput, and energy-efficiency trade-offs associated with SISO-MAP decoders based on the algorithm developed by Bahl, Cocke, Jelinek, and Raviv (BCJR). To this end, we develop radix-2 and radix-4 architectures for high-throughput SISO-MAP decoding of CCs having 4, 8, 16, 32, and 64 states and present corresponding implementation results in 180 nm, 130 nm, and 90 nm CMOS technology. We validate technology-scaling rules and finally demonstrate the use of the presented trade-off analysis by identifying the key design parameters for parallel turbo-decoder implementations.
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I. INTRODUCTION

REliable data transmission in wireless communication systems requires sophisticated channel coding schemes and corresponding high-throughput, low-area, and energy-efficient decoder implementations. Convolutional codes (CCs), used in stand-alone form [3] or as part of turbo codes [4], are among the most popular codes used in current and next-generation wireless communication standards, such as HSDPA [5], 3GPP LTE [6], LTE-Advanced [7], or IEEE 802.11n [8]. CCs and turbo codes are of significant practical interest due to the fact that they offer excellent error-correction performance and can be implemented to achieve high throughput, while being efficient in terms of silicon area and power consumption [9]–[16]. Since the advent of turbo codes [4], iterative decoding algorithms relying on CCs, became a key enabler for wireless communication systems operating close to the Shannon limit. CCs have also been considered for wireless communication systems employing iterative detection and decoding, i.e., where reliability information is exchanged iteratively between a detector and the channel decoder. In particular, iterative detection and decoding in multiple-input multiple-output (MIMO) wireless systems [17] or systems exhibiting inter-symbol interference [18] is becoming an integral part of future transceiver designs because it is an efficient means to substantially improve the throughput and quality-of-service (i.e., link reliability, coverage, and range) compared to non-iterative decoding schemes (see, e.g., [19] and the references therein).

A. The need for a systematic trade-off analysis

Decoding of CCs is usually performed by the Viterbi algorithm (VA) [20], which is able to efficiently compute the most likely transmitted data sequence. Corresponding VLSI implementations have been shown to achieve high throughput at low silicon area [21]–[24]. However, for iterative decoding schemes, reliability information in the form of log-likelihood ratios (LLRs) for the transmitted bits needs to be computed. This requirement inhibits the use of Viterbi algorithm and necessitates soft-input soft-output (SISO) maximum a-posteriori (MAP) decoding algorithms. The algorithm that has become de-facto standard for SISO-MAP decoding was proposed by Bahl, Cocke, Jelinek, and Raviv (BCJR) [25] and was shown to be well-suited for the implementation in VLSI [10], [12], [16]. While a large number of BCJR decoders have been developed for turbo decoding [12], [16], most publications do not provide corresponding implementation results and lack in-depth investigation into the underlying silicon area, throughput, and energy efficiency trade-offs. A systematic analysis of these trade-offs is, however, of high practical benefit for the development of turbo decoders in order to identify the optimum architectural choices for a given throughput, area, or power constraint. Furthermore, architectures and implementations of BCJR decoders supporting a large number of states (i.e., 32-states and beyond) have been ignored in the literature,
even though the implementation of iterative detection and decoding, e.g., for IEEE 802.11n, necessitates 64-state SISO-
MAP decoder circuits [19].

B. Contributions

Inspired by the trade-off analysis for turbo-decoder circuits in [26], we perform an in-depth investigation of the implementa-
tion trade-offs associated with high-throughput SISO-MAP decoders and explore their suitability for codes having a large number of states. To this end, we develop reference radix-2 and radix-4 decoder architectures for CCs having 4, 8, 16, 32, and 64 states based on the BCJR algorithm. To achieve high throughput at low silicon area and power consumption, we employ windowing, modulo normalization, and introduce a novel method referred to as partial maximum sharing, which is the key for efficient implementation of BCJR decoders supporting 32 states and beyond. We provide silicon area, throughput, and energy-efficiency results for 180 nm, 130 nm, and 90 nm CMOS technology and systematically investigate the associated implementation trade-offs. We furthermore present first-order models for the throughput, silicon area, and energy efficiency to validate technology-scaling rules. Finally, we show how the results presented in this paper enable us to identify the key design parameters of parallel turbo-decoder designs for modern and next-generation wireless systems.

C. Outline of the paper

The remainder of the paper is organized as follows. Section II summarizes the BCJR algorithm for SISO-MAP decoding. The VLSI architecture along with the corresponding optimizations is described in Section III. Implementation results and a comparison to existing SISO-MAP decoder designs can be found in Section IV. The implementation trade-offs and technology-scaling rules are investigated in Section V. A case study that makes use of our results is provided in Section VI. We conclude in Section VII.

II. SISO-MAP Decoding for Convolutional Codes

In this section, we briefly summarize the key properties of CCs and detail the SISO-MAP decoding algorithm which builds the foundation of the decoder implementations used for the trade-off analysis provided in Section V.

### TABLE I

<table>
<thead>
<tr>
<th>$K$</th>
<th>$S$</th>
<th>$d_{\text{min}}$</th>
<th>Gen. poly.</th>
<th>$p$</th>
<th>Initial #</th>
<th>PMS #</th>
<th>Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>4</td>
<td>5</td>
<td>5:0, 7:0</td>
<td></td>
<td>18</td>
<td>14</td>
<td>22.2%</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>6</td>
<td>15:0, 17:0</td>
<td></td>
<td>42</td>
<td>22</td>
<td>47.6%</td>
</tr>
<tr>
<td>5</td>
<td>16</td>
<td>7</td>
<td>23:0, 35:0</td>
<td></td>
<td>90</td>
<td>38</td>
<td>57.7%</td>
</tr>
<tr>
<td>6</td>
<td>32</td>
<td>8</td>
<td>53:0, 75:0</td>
<td></td>
<td>186</td>
<td>70</td>
<td>62.4%</td>
</tr>
<tr>
<td>7</td>
<td>64</td>
<td>10</td>
<td>133:0, 171:0</td>
<td></td>
<td>378</td>
<td>134</td>
<td>64.6%</td>
</tr>
</tbody>
</table>

A. Convolutional Codes and Trellis Representation

Convolutional codes [3] are generated by feeding $L$ binary-valued information bits $x_k \in \{0, 1\}, k = 1, \ldots, L$, into a shift register of length $v$. The coded bits $c_{k,b} \in \{0, 1\}, \forall k$ and $b = 1, 2$, of a rate-1/2 CC are generated by summations in GF(2) over well-defined values contained in the shift-register. The coded bits are then transmitted over a (wireless) communication channel and the receiver computes reliability information in form of log-likelihood ratios (LLRs) $L(c_{k,b})$, which represent the likelihood of $c_{k,b}$ being a binary one or zero [28].

1) Maximum free-distance codes: The error-rate performance of CCs is determined by the constraint length $K = v+1$ and the generator polynomial $p = [g_1, g_2]$ defining the connections to the GF(2) adders [27]. Minimization of the error-rate performance for a given constraint length $K$ is achieved by selecting $p$ such that minimum free Hamming distance $d_{\text{min}}$ between the all-zero codeword and any other codeword is maximized. Table I shows the rate-1/2 maximum free distance codes from [27] investigated in the remainder of the paper.

2) Trellis representation: Convolutional codes can be represented by a trellis diagram (see Fig. 1) consisting of states and branches. States, denoted by $s \in \{1, \ldots, S\}$, correspond to the state of the shift register and the number of states is given by $S = 2^v$. Each state is associated with so-called state metrics $\alpha_k(s)$ and $\beta_k(s)$; branches are associated with the branch metrics $\gamma_k(s', s)$, where $s'$ and $s$ correspond to a given state at trellis step $k - 1$ and $k$, respectively.

B. The max-log M-BCJR algorithm

The BCJR algorithm [25], which builds upon the Viterbi algorithm [20], is the de-facto standard method for SISO-
MAP decoding, as it allows for the efficient computation of the LLRs in hardware. The algorithm traverses the trellis (see Fig. 1) in both forward and backward directions to compute the state metrics $\alpha_k(s)$ and $\beta_k(s)$ in a recursive way. The original BCJR algorithm [25] requires i) the computation of transcendental functions and ii) a large amount of memory. Therefore, a hardware-friendly variant known as the max-log M-BCJR algorithm is typically employed in practical systems.

1) Computation of max-log LLRs: To avoid the evaluation of transcendental functions in VLSI, the max-log approxima-
tion to the forward state-metric recursion is applied [29]
\[
\alpha_k(s) = \max \left\{ \alpha_{k-1}(s_0') + \gamma_k(s_0', s), \right. \\
\left. \alpha_{k-1}(s_2') + \gamma_k(s_2', s) \right\} 
\]
(1)
where \(s_0'\) and \(s_1'\) correspond to the two predecessor states at trellis-step \(k - 1\) of the state \(s\) (cf. Fig. 1). The backward state metrics \(\beta_k(s')\) are computed similarly to (1) but in the opposite direction. After the computation of all forward and all backward state metrics, the LLRs associated with the transmitted information bits can be computed using the max-log approximation:
\[
L(x_k) \approx \max_{S(s',0)} \left\{ \alpha_{k-1}(s') + \gamma_k(s', r) + \beta_k(s) \right\} - \max_{S(s',1)} \left\{ \alpha_{k-1}(s') + \gamma_k(s', r) + \beta_k(s) \right\}. 
\]
(2)
Here, the sets \(S(s',0)\) and \(S(s',1)\) contain all state transitions \((s',s)\) for which \(x_k = 0\) and \(x_k = 1\), respectively. Iterative MIMO decoding [17] and turbo equalization [18] additionally require the computation of the LLRs associated with the coded bits \(L(c_{k,b})\), which is achieved analogously to (2) by maximizing over the sets \(S'(s', s; b; 0)\) and \(S'(s', s; b; 1)\) containing the state transitions for which \(c_{k,b} = 0\) and \(c_{k,b} = 1\), respectively.

2) **Windowing**: The algorithm outlined above requires storage of either all forward or all backward state metrics, which typically results in an excessive amount of memory. To significantly reduce the memory requirements, *windowing* is employed [30]. With this approach, the trellis is processed in small windows of \(M\) trellis-steps and the LLRs are computed only on the basis of the state and branch metrics within this window.² Specifically, the forward recursion computes and stores the \(M\) forward state metrics \(\alpha_k(s)\) belonging to the \(m\)th window. For the backward recursion, which progresses from the end of a window to its beginning, suitable initial values need to be generated. To this end, a *dummy* backward recursion is carried out in the successor window \(m + 1\). The LLR-values are then computed simultaneously with the backward state metric recursion and with the aid of the buffered forward state metrics. An additional benefit of windowing is the fact that it enables parallel processing of the trellis, which is commonly used to achieve high decoding throughput (see Section VI for the details).

III. VLSI ARCHITECTURE

In this section, we describe a parametrizable max-log M-BCJR architecture, which is used to investigate the trade-off analysis and to validate technology scaling rules in Section V. The architecture corresponds to an area- and throughput-optimized version of the M-BCJR decoder architectures integrated in [12], [16] for high-throughput and low-power decoding of turbo codes.

A. High-level VLSI architecture

Fig. 2 depicts the high-level architecture of the max-log M-BCJR decoder. The input buffers 1 and 2 serve as a temporary cache for the incoming LLRs. Since only \(2 \times M\) LLRs need to be stored in total, these buffers are realized by arrays of latches (offering one simultaneous read and write access per clock cycle) as they i) require a similar amount of area and power consumption compared to dual-port S-RAM macrocells [31] and ii) simplify placing-and-routing during the back-end design. The branch-metric computation units (denoted by \(G\) in Fig. 2) are used to compute the \(\gamma_k(s', r)\). To achieve high throughput, the forward, backward, and dummy-backward state-metric recursions are implemented in three parallel units, which contain one add-compare-select (ACS) circuit, either radix-2 or radix-4, for each of the \(S\) trellis states. Windowing is implemented as follows: The forward state metric recursion unit computes the \(\alpha_k(s)\) for each window \(m\), which are buffered in the \(\alpha\)-memory.³ This memory stores \(S \times M\) branch metrics and is realized by either one or several two-port S-RAM macrocells instances. For decoders supporting a large number of states (i.e., \(S \geq 16\)), we partition the \(\alpha\)-memory into multiple instances (see Table II for the details). The backward state-metric recursion unit computes the \(\beta_k(s)\) in window \(m - 1\). Initial values required at the beginning of each window are generated by the dummy state-metric recursion unit in window \(m + 1\). The buffered forward state metrics, intermediate results obtained in the backward recursion, and the branch metrics are used to compute the LLR values \(L(c_{k,b}), b = 1, 2\), and \(L(x_k)\) in the LLR computation unit (LCU).

B. State-metric recursion and ACS units

In order to maximize the throughput, the critical path of the decoder must be in the state-metric recursion units because their recursive nature of the algorithm inhibits pipelining. To this end, we employ *modulo normalization* [33], which results in significant shortening of the critical path compared to solutions employing costly renormalization circuitry [12], [32].

²Considering windows of size \(M = 5K\) was shown to achieve close-to-optimal performance for the Viterbi algorithm [27] and also provides near-optimal LLRs for rate-1/2 codes using the max-log M-BCJR algorithm.
³In order to further reduce the storage requirements for the state metrics, compression methods, such as the ones proposed in [32], can be used.
More specifically, modulo normalization relies on the fact that the difference between any pair of branch metrics (at a given state $k$) is bounded, which can be exploited to implement the state-metric renormalization with a controlled overflow. This approach does not cause any performance loss (given the number of bits to represent the state metrics is large enough; see [33] for details) and only requires an additional 3-input XOR gate in each ACS unit to take into account the overflows. Fig. 3 depicts a corresponding radix-2 ACS circuit.

We furthermore perform pipelining in all non-recursive units, i.e., just after the branch-metric computation units and within the LCU (see Fig. 2). If desired, the throughput can further be increased by performing radix-4 state-metric recursions [34]. This approach processes two trellis-steps per clock cycle, skipping the odd-numbered trellis steps. Specifically, the forward state metrics $\alpha_k(s)$ are computed from its four admissible predecessor states $s_0^k, s_1^k, s_2^k,$ and $s_3^k$ (at step $k-2$) using a radix-4 ACS operation similar to (1). The radix-4 ACS units can be implemented efficiently by six parallel comparator units followed by a look-up table to control the output multiplexer (see [16] for circuit details).

**C. LLR computation unit with partial maximum sharing**

The LCU computes the LLRs associated with the coded bits $L(c_{k,b})$ and the information bits $L(x_k)$ (see Section II-B1 and Fig. 2). LLR computation is realized by six maximization trees (two trees are required per LLR output) consisting only of 2-input maximization (MAX) units. Selection of the maximum input is carried out with a modulo-normalization comparator as depicted in Fig. 3. To keep the critical path within the state-metric recursion units (see Section III-B), the maximization trees in the LCU have been pipelined; one pipeline stage per tree layer is necessary.

A straightforward tree implementation for LLR computation leads to a large number of MAX units and pipeline registers, especially for 32-state and 64-state CCs. The complexity of the maximum trees contribute substantially to the overall silicon area and causes routing-congestion problems during the backend design. In order to avoid both issues, we employ a novel technique referred to as partial maximum sharing (PMS). This approach re-uses partial maximization results required for computation of the LLRs $L(c_{k,b}), b = 1, 2$, to reduce the number of MAX units in the LCU. More specifically, careful inspection of the six maximization trees shows that certain intermediate results can be found in different trees. Since only one of these intermediate results needs to be computed, one can obviously avoid redundant computations. To implement PMS, we wrote a Matlab script, which identifies intermediate results occurring in different maximization trees and automatically generates a new LCU delivering the same LLRs while requiring less MAX units than a straightforward LCU implementation.

Fig. 4 illustrates an application of PMS to a 4-state LCU and Table I shows the savings (in terms of MAX units) achieved when using PMS for all codes considered in the paper. We emphasize that the number of MAX units required by a 64-state BCJR decoder can be reduced by almost 2/3, whereas the critical path remains virtually unaffected. Corresponding synthesis results have shown that PMS reduces the silicon area of the 64-state LCU by 0.58× compared to a straightforward implementation, which results in 0.87× smaller area of the whole M-BCJR decoder. Furthermore, PMS effectively mitigates routing-congestion problems, which is crucial for high-throughput implementations of BCJR decoders supporting 32-state CCs and beyond.

---

*[Even though the fan-out after each 2-input MAX unit slightly increases, the use of pipelining avoids any detrimental impact on the critical path.]*
D. Necessary modifications for decoding of turbo codes

The base architecture described above is able to decode arbitrary rate-1/2 CCs of a given constraint length and can easily be optimized for the use in turbo decoders. Specifically, the support of recursive CCs only requires different interconnections in the state-metric recursion units, which neither affects the critical path nor the silicon area. Furthermore, MAP decoders for turbo decoding require only the computation of the LLRs associated with the information bits \( L(x_k) \) (see [12], [16]) and, therefore, the four maximization trees required for computation of \( L(x_k b) \), \( b = 1, 2 \), can be omitted (cf. Fig. 4). Consequently, max-log M-BCJR implementations for turbo decoding require, in general, smaller silicon area while achieving the same throughput.

IV. Key Characteristics of the M-BCJR Designs

In order to assess the implementation trade-offs associated with max-log M-BCJR decoders, five radix-2 architectures with 4, 8, 16, 32, and 64 states (for the codes in Table I) have been implemented. To explore the differences between radix-2 and radix-4 designs, an additional radix-4 variant for the 8-state code, which is used in turbo codes of many wireless communication standards, has been integrated. To validate technology-scaling rules, all six architectures have been implemented in 180 nm, 130 nm, and 90 nm CMOS technology. Thus, we consider a total number of 18 max-log M-BCJR decoders in this work. As a proof-of-concept, we fabricated six max-log M-BCJR decoders in 180 nm CMOS technology and performed functional verification on a HP 83000 F660 VLSI test system; the corresponding chip micrographs are depicted in Fig. 5.

We next detail the fixed-point parameters and summarize the key characteristics of the max-log M-BCJR decoder architectures. Finally, we compare our 8-state radix-2 and radix-4 decoder with existing 8-state SISO-MAP decoder ASICs to ensure that the trade-off analysis in Section V is performed on the basis of state-of-the-art SISO-MAP decoder designs.

A. Implementation parameters and error-rate performance

To achieve near-optimal SISO decoding performance, the input LLRs and output LLRs are quantized to 5 bit. The branch metrics are represented by 5 bit and the word-lengths \( W_{ACS} \) used within the ACS units (for proper functioning of modulo normalization) are provided in Table II. Note that radix-4 processing requires \( W_{ACS} + 1 \) bit (compared with radix-2 designs), as the used branch metrics have twice the dynamic range [16]. The window length for all max-log M-BCJR decoder units was chosen \( M = 32 \), which provides close-to-optimal decoding performance for all implementations. Table II also shows the configuration details of the \( \alpha \)-memories. Note that the \( \alpha \)-memory of the radix-4 implementation is approximately half the size of the radix-2 design as only the branch metrics for the even-numbered trellis steps need to be stored. From Table III, we can observe that the \( \alpha \)-memories for the radix-2 architectures require 14% to 30% of the total core area; for the radix-4 implementation, however, the \( \alpha \)-memory occupies only 8% of the total core area.

B. Comparison with existing decoder implementations

Table III shows the (post-layout) results of all our max-log M-BCJR designs implemented in 180nm CMOS technology and provides a comparison with existing 8-state SISO-MAP decoder circuits for which corresponding implementation results are available [10], [11], [35]. Our radix-2 reference design is more than 6x better in terms of silicon complexity (in mm²/ns/bit) and is 2-to-3 times more energy efficient (in nJ/bit) compared to the 8-state log-MAP and max-log M-BCJR decoder in [10] and [11], respectively; this is a consequence of i) using the max-log approximation instead of log-MAP recursions (which only slightly affects the performance; see Fig. 6), ii) using modulo normalization instead of expensive renormalization circuitry (as used in [10]), iii) performing

Fig. 6 shows the bit error-rate (BER) performance of the implemented max-log M-BCJR decoders. The dashed black curves in the zoom correspond to the performance of floating-point SISO-MAP decoding; the orange dotted curves show the performance of the 4-state floating-point max-log M-BCJR for \( M \in \{4, 6, 8\} \).

Fig. 6 shows the bit error-rate (BER) performance of the implemented max-log M-BCJR decoders for various signal-to-noise ratios (SNRs). We simulated an additive white Gaussian noise (AWGN) channel using binary phase-shift keying (BPSK) modulation for a block-length of 1024 information bits; the BER is averaged over 100 000 Monte-Carlo trials. One can immediately observe that increasing the number of states \( S \) improves the BER performance (see Section V-A for more details). The zoom in Fig. 6 compares the BER performance to that of the reference SISO-MAP decoding algorithm. We see that the implementation loss is less than 0.13 dB compared to the optimal decoding algorithm, which can be addressed to finite-precision artifacts, the max-log approximation, and windowing. Note that for codes having less than 64-states, the window size \( M \) could be reduced (see, e.g., the BER of the 4-state floating-point max-log M-BCJR for \( M \in \{4, 6, 8\} \) in Fig. 6). Nevertheless, we consider a constant window length for all designs to simplify the trade-off analysis in Section V.
extensive pipelining\(^5\), and iv) the use of PMS in the LCU. Our radix-2 architecture achieves comparable silicon complexity and energy efficiency as the soft-output Viterbi algorithm (SOVA) implementation [35], which, however, delivers less accurate LLR-values than the BCJR algorithm (see the discussion in [35]). Hence, we can conclude that the trade-off analysis provided in the next section bases on state-of-the-art SISO-MAP decoder designs.

V. IMPLEMENTATION TRADE-OFFS

We now present the implementation trade-off analysis for max-log M-BCJR decoders and explore the validity of technology-scaling rules [36]. Our analysis is based on (post-layout) implementation results of the 18 max-log M-BCJR reference implementations detailed in Section IV.

A. Performance vs. silicon complexity

As mentioned in Section II-A1, increasing the number of states \( S \) leads to a larger minimum Hamming distance \( d_{\text{min}} \) (cf. Table I), which eventually improves the error-correction capabilities of CCs. This error-rate performance improvement comes, however, at the cost of an increase in terms of implementation complexity. This fundamental performance/complexity trade-off of SISO-MAP decoders is shown in Fig. 7. The performance is characterized by the SNR-operating point, which corresponds to the minimum signal-to-noise ratio (SNR) required to achieve a target bit error-rate of \( 10^{-5} \) in an AWGN channel using BPSK modulation and a block-length of 512 bit. The silicon complexity is characterized by the area-timing (AT\(^{-}\)) product and is measured in mm\(^2\)ns/bit.

\(^5\)Note that pipelining can be beneficial from an energy-efficiency perspective as it i) reduces the critical path, while suffering only small power increase due to additional pipeline registers, and ii) effectively suppresses glitches.
From the double-logarithmic plot in Fig. 7 we observe that for a given technology the silicon complexity increases roughly linearly in $S$ or, equivalently, exponentially in the constraint length (see Section V-B2 for details on the scaling behavior). Hence, improving the performance of CCs (i.e., reducing the SNR-operating point) quickly results in prohibitive silicon complexity, especially for BCJR decoders supporting more than $S = 64$ states. Therefore, alternative coding schemes, such as turbo codes (which typically rely on 8-state CCs), become necessary for communication systems targeting SNR-operating points close to the Shannon limit. Fig. 7 additionally shows that radix-4 implementations require 22% to 36% higher silicon complexity for a given performance and therefore, can be considered as less hardware efficient (in terms of area per throughput) than their radix-2 counterparts.

B. Throughput vs. silicon area

Fig. 8 shows the trade-off between throughput (in ns/bit) and silicon area (in logarithmic scale) depending on the number of states $S$ supported by the decoder and the CMOS technology node.

1) Silicon area: We observe that the silicon area $A$ scales linearly in $S$ (for a given technology), which is an immediate consequence of the fact that decoder area is dominated by the state-metric recursion units and the $\alpha$-memory, whose area scales linearly in $S$. In order to corroborate this observation, least-squares fitting to all radix-2 implementation results is performed. To this end, we consider common technology scaling rules [36] and propose the following first-order approximation for the silicon area:

$$ A \approx \left(\frac{\ell}{180}\right)^2 \left(\alpha_A S + \beta_A\right) \quad \text{[mm}^2\text{]} \quad (3) $$

where $\ell$ denotes the minimum feature size (in nm), and $\alpha_A = 0.0502$ and $\beta_A = 0.0712$ are the least-squares fitting parameters. The model (3) results in a relative error that is smaller than 25% for all considered implementations and hence, confirms the validity of the first order model and supports the fact that technology scaling behaves—among the considered technology nodes—as the predictions in [36]. Note that the linear scaling of the silicon area in $S$ shown in (3) can also be observed in ASIC micrographs shown in Figs. 5(a) and 5(b), i.e., the 64-state decoder occupies the same die area as the 4, 8, 16, and 32 state decoders together.

2) Throughput: For the throughput, Fig. 8 shows only a weak dependence on $S$. The underlying reason is the fact that the critical path is essentially determined by the number of bits $W_{ACS}$ required in the ACS units, which scales only logarithmically in $S$ for modulo normalization (see [33] for

\[\text{TABLE III}
\]

<table>
<thead>
<tr>
<th>Publication</th>
<th>This work</th>
<th>[10]</th>
<th>[11]</th>
<th>[35]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decoding algorithm</td>
<td>max-log M-BCJR</td>
<td>log-MAP M-BCJR</td>
<td>max-log M-BCJR</td>
<td>SOVA</td>
</tr>
<tr>
<td>States/radix</td>
<td>4/2</td>
<td>8/2</td>
<td>16/2</td>
<td>32/2</td>
</tr>
<tr>
<td>CMOS technology [nm]</td>
<td>180</td>
<td>180</td>
<td>180</td>
<td>180</td>
</tr>
<tr>
<td>Supply voltage [V]</td>
<td>0.84</td>
<td>0.84</td>
<td>0.063</td>
<td>–</td>
</tr>
<tr>
<td>Total cell areaa [kGE]</td>
<td>0.037</td>
<td>0.077</td>
<td>0.155</td>
<td>0.464</td>
</tr>
<tr>
<td>Total core area [mm$^2$]</td>
<td>0.26</td>
<td>0.45</td>
<td>0.79</td>
<td>1.54</td>
</tr>
<tr>
<td>$\alpha$-memory area [mm$^2$]</td>
<td>22</td>
<td>38</td>
<td>67</td>
<td>130</td>
</tr>
<tr>
<td>Max. clock frequency [MHz]</td>
<td>539</td>
<td>542</td>
<td>476</td>
<td>484</td>
</tr>
<tr>
<td>Max. throughput [Mb/s]</td>
<td>539</td>
<td>542</td>
<td>476</td>
<td>484</td>
</tr>
<tr>
<td>Silicon complexity [mm$^2$/ns/bit]</td>
<td>0.48</td>
<td>0.84</td>
<td>1.67</td>
<td>3.18</td>
</tr>
<tr>
<td>Energy per bit [nJ/bit]</td>
<td>0.26</td>
<td>0.54</td>
<td>0.83</td>
<td>2.02</td>
</tr>
</tbody>
</table>

aOne gate equivalent corresponds to the size of a two-input drive-one NAND gate.
bCorresponding to the transistor count of the implementation.
cTechnology scaling to 180 nm CMOS assuming: $A \sim 1/\ell^2$, $t_{pd} \sim 1/\ell$, and $P_{dyn} \sim 1/(V_d^2 \ell)$ [36].

\[\text{Fig. 8. Throughput/silicon-area trade-off. The number next to the curves correspond to the number of states, stars designate 8-state radix-4 architectures, and the thin dashed lines correspond to constant silicon complexity (in terms of mm$^2$/ns/bit).}\]
details). As a consequence, we propose the following first-order model for the critical path \( T \) of our radix-2 designs:

\[
T \approx \left( \frac{\ell}{180} \right) (\alpha_T \log_2(S) + \beta_T) \quad \text{[ns]} \tag{4}
\]

where \( \alpha_T = 0.0985 \) and \( \beta_T = 1.5839 \) are obtained through least-squares fitting. For these parameters, the model (4) exhibits a maximum relative error of 6% which confirms (i) the validity of the model (4) and (ii) that common technologyscaling rules [36] apply for the critical path of BCJR decoders in 180 nm, 130 nm, and 90 nm CMOS technology. Furthermore, combining the models in (3) with (4) shows that the silicon complexity defined as \( AT \) scales with \( S \log_2(S) \), which was observed before in Fig. 7.

Both models (3) and (4) confirm technology-scaling rules for area and throughput of radix-2 max-log M-BCJR implementations according to [36]. Hence, the silicon area and throughput of BCJR designs in most advanced CMOS technologies (with feature size of 65 nm and below) is expected to fully benefit from technology scaling, which implies that datarates in the Gb/s regime (as targeted by next-generation wireless standards, such as LTE-Advanced [7]) can be achieved by migrating our reference architecture to more recent technology nodes (see Section VI-B).

3) **Radix-4 implementations:** The implementation results for the 8-state radix-4 decoders in Fig. 8 support the observation that radix-4 implementations achieve roughly 27% higher throughput than the corresponding radix-2 designs, but are less efficient (by 22% to 36%) from a silicon-complexity perspective. We emphasize, however, that radix-4-based designs have the potential of lowering the clock frequency for a given target throughput. Such a behavior can be beneficial—at least from a practical (implementation) viewpoint. Specifically, radix-4 can be used to avoid excessively high clock frequencies for more advanced technology nodes (which starts to happen when integrating the presented architectures in 65 nm CMOS) and hence, helps to alleviate the need for sophisticated clock generation and distribution schemes.

### C. Energy efficiency vs. silicon area

Fig. 9 shows the trade-off between energy efficiency (in terms of nJ/bit) and silicon area in a double-logarithmic plot; the energy-efficiency figures include dynamic and static power consumption.\(^8\) It is interesting to see that there is a (near-perfect) linear dependence between silicon area and energy efficiency, i.e., increasing the number of states \( S \) (e.g., to lower the SNR-operating point) leads to a linearly proportional degradation in terms of energy efficiency. This behavior renders implementations supporting a large number of states (e.g., \( S > 64 \)) to be energy inefficient (analogously to the silicon-complexity behavior in Section V-A).

\(^7\)The throughput gain of radix-4 architectures (i.e., decoding 2 bits/cycle instead of 1 bit/cycle), is reduced by the substantially longer critical path compared to radix-2 ACS circuits.

\(^8\)Note that dynamic power consumption is dominating for all considered technology nodes.

1) **First-order model:** We next validate technology scaling rules for the energy efficiency \( E \) based on the radix-2 sample points shown in Fig. 9. To this end, we assume the energy being proportional to the square of the supply voltage \( V_l \) of the process technology \( \ell \), and proportional to the gate capacitances according to [36]. These assumptions and the observation that \( E \) scales linearly proportional with the silicon area \( A \) lead to the following first-order model:

\[
E \approx (V_l/1.8)^2 \left( \frac{\ell}{180} \right) (\alpha_E S + \beta_E) \quad \text{[nJ/bit]} \tag{5}
\]

with the least-squares fitting parameters \( \alpha_E = 0.066 \) and \( \beta_E = 0.03 \), and the supply voltages \( V_l \in \{1.0, 1.2, 1.8\} \) associated with the considered technology nodes \( \ell \in \{90, 130, 180\} \) (in nm). The relative error associated with the model (5) is within 32% for the considered technology nodes and is, therefore, slightly less accurate than the model (3) for the silicon area \( A \).

2) **Supply-voltage scaling:** We additionally see from Fig. 9 that the improvement in terms of energy efficiency from 180 nm to 130 nm is more pronounced than it is the case for 130 nm to 90 nm. The underlying reason is the fact that the supply-voltage reduction from 130 nm to 90 nm is only 0.2 V (compared with a 0.6 V reduction from 180 nm to 130 nm), which—in accordance to the model (5)—yields a diminishing reduction in terms of nJ/bit.

The migration to more recent technology nodes (e.g., 65 nm or 45 nm) is expected to provide even less improvement in terms of energy efficiency, as scaling of the supply voltage below 1 V becomes challenging (see, e.g., [37], [38]). In order to arrive at energy-efficient designs in such technologies, voltage-frequency scaling [2], [39] provides a potential solution. This technique amounts to designing the decoder circuit for a higher throughput than necessary and using part of the margin to reduce the clock frequency together with the supply voltage for further reduction of the power consumption (see, e.g., [12] for an application of voltage-frequency scaling in a low-power
3) Radix-4 implementations: For the radix-4 implementation we can observe a degradation of the energy efficiency (compared with radix-2 designs) by 34%, 27% and 7% for 180 nm, 130 nm and 90 nm CMOS technology, respectively. Therefore, we conclude that radix-4 max-log M-BCJR decoders are, in general, less energy efficient than corresponding radix-2 designs. This behavior is mainly a result of the fact that radix-4 requires more logic per throughput (compared with radix-2 designs; cf. Section V-B3), which causes higher switching activity, eventually resulting in higher (static and dynamic) power consumption for a given throughput.

VI. CASE STUDY: PARALLEL TURBO DECODER FOR LTE

Modern wireless communication standards, such as 3GPP-LTE [6], specify the use of turbo codes, in addition to CCs. In order to achieve the LTE peak throughput of 326.4 Mb/s [40], multiple SISO-MAP decoder units which process the trellis in a parallel fashion, are necessary. This approach is known as parallel turbo decoding and was shown to increase the throughput roughly linearly in the number of SISO-MAP decoder instances (see, e.g., [16], [41], [42]). In order to demonstrate the usefulness of the trade-off analysis shown in Section V, we next derive the key design parameters (i.e., the number of parallel BCJR instances and the ACS radix) for a parallel turbo decoder in 90 nm technology that achieves the LTE peak throughput with margin. We furthermore provide a brief outlook on turbo-decoder circuits for next-generation wireless standards in more advanced CMOS technology nodes.

A. Design-space exploration

We start with the 3.57 mm² 8× parallel turbo-decoder ASIC implementation in [16], which employs eight radix-4 M-BCJR instances to achieve 390.6 Mb/s in 130 nm CMOS. In a first step, we migrate from 130 nm to 90 nm and assume technology scaling for silicon area and throughput as detailed in Section V-B; this results in an estimated 564.2 Mb/s throughput at 1.7 mm². Since 564.2 Mb/s exceeds the LTE peak throughput of 326.4 Mb/s [40], we are able to employ radix-2 processing instead of radix-4, which lowers the throughput by 24% but improves the overall hardware and energy efficiency. This architectural transformation is expected to result in approximately 430 Mb/s. The resulting (estimated) silicon area of the 8× radix-2-based parallel turbo decoder is only 1.3 mm², since 90 nm radix-2 designs exhibit roughly 38% smaller area than radix-4 designs and 2/3 of the turbo-decoder area is occupied by the eight radix-4 max-log M-BCJR instances [16]. This case study shows that migrating from 130 nm to 90 nm and performing radix-2 instead of radix-4 is expected to reduce the silicon complexity by 3x. We also expect the corresponding energy efficiency to improve by no less than a factor of two as our radix-2 designs have shown to be significantly more energy efficient than radix-4 max-log M-BCJR decoders (see Section V-C3 for the details).

B. Predictions for next-generation wireless standards

Our trade-off analysis also allows us to study turbo-decoder implementations for next-generation cellular communication systems targeting 1 Gb/s, such as LTE-Advanced [7]. As detailed before, the M-BCJR throughput and, hence, the throughput of corresponding turbo-decoder implementations scale linearly with the feature size. Therefore, the re-integration of turbo-decoder designs in more recent technology nodes (e.g., 65 nm, 45 nm, or 32 nm) will benefit from this technology-driven performance gain. Specifically, migrating the 90 nm turbo-decoder design evaluated in Section VI-A to 32 nm is expected to exceed the 1 Gb/s peak throughput targeted by LTE-Advanced. However, the power consumption of such high-throughput turbo-decoder implementations will render the use in battery-powered mobile devices extremely challenging. This fact is further aggravated by the observation that the technology-driven energy-efficiency improvements will slow down significantly with more advanced technology nodes [38]. Assuming that beyond 90 nm the energy efficiency scales only linearly in the feature size (for reasons discussed in Section V-C2), a 1 Gb/s turbo-decoder architecture in 32 nm would consume roughly 300 mW to 400 mW, which is substantially higher than the typical 100 mW power budget of decoding circuits for mobile devices [16]. We, therefore, conclude that even more advanced technologies in combination with voltage-frequency scaling are required to arrive at 1 Gb/s turbo-decoder solutions that meet the desired power budget of battery-powered mobile devices.

VII. CONCLUSIONS

In this paper, we analyzed the design and implementation trade-offs for SISO-MAP decoding based on the max-log M-BCJR algorithm. To this end, we presented reference decoder designs for 4-state to 64-state convolutional codes (CCs) in 90 nm, 130 nm, and 180 nm CMOS technology, and extracted the underlying area, throughput, and energy efficiency trade-offs. Our decoder implementations show superior hardware and energy efficiency compared with existing BCJR designs and the provided implementation trade-off analysis turns out to be a useful tool for identifying the key design parameters for parallel turbo decoders used in today’s and next-generation wireless communication systems.
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