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ABSTRACT
Interconnect has become a primary bottleneck in inte-
grated circuit design. As CMOS technology is scaled,
it will become increasingly difficult for conventional
copper interconnect to satisfy the design requirements
of delay, power, bandwidth, and noise. On-chip op-
tical interconnect has been considered as a potential
substitute for electrical interconnect in the past two
decades. In this paper, predictions of the performance
of CMOS compatible optical devices are made based
on current state-of-art optical technologies. Electrical
and optical interconnects are compared for various de-
sign criteria based on these predictions. The critical
dimensions beyond which optical interconnect becomes
advantageous over electrical interconnect are shown to
be approximately one tenth of the chip edge length at
the 22 nm technology node.
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1. INTRODUCTION
In deep submicrometer VLSI technologies, inter-

connect plays an increasingly important role. Multi-
ple design criteria are considered in interconnect de-
sign, such as delay, power, bandwidth, and noise. With
technology scaling, it has become increasingly difficult
for conventional copper based electrical interconnect to
satisfy these requirements. One promising candidate
to satisfy these performance objectives is optical inter-
connect.

Optical devices are widely used in the telecommuni-
cation area, and are commonly applied as board level
interconnects. The concept of on-chip optical inter-
connect was first introduced by Goodman in 1984 [1].
Since electrical/optical and optical/electrical conversion
is required, optical interconnect is particularly attrac-
tive for global interconnects, such as data buses and
clock distribution networks. Recently, several compar-
isons have been made between on-chip electrical and op-
tical interconnects [2, 3]. In these papers, the inductive
effects of electrical interconnect are ignored, and highly
approximate parameters characterizing the optical de-
vices are assumed. The successful realization of on-chip
optical interconnect, however, greatly depends upon the
development of enhanced CMOS compatible optical de-
vices. Without a reasonable prediction of trends in opti-
cal device development, the conclusions presented in [2,
3] are less definitive.

In this paper, a more comprehensive comparison be-
tween optical and electrical interconnects is performed
at different technology nodes based on a practical pre-
diction of optical device development. This comparison
is particularly challenging since optical interconnect is a
young fast-developing technology while electrical inter-
connect is relatively mature. The paper is organized as
follows. In section 2, RLC-based delay and power mod-
els of electrical interconnect are reviewed. In section 3,
an on-chip optical data path is introduced. Predictions
of the performance characteristics of next generation
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Figure 1: Repeater insertion in an RLC inter-
connect.

optical devices are made based on current technology
trends. In section 4, electrical and optical interconnect
are evaluated for different design criteria. Some conclu-
sions are offered in section 5.

2. ELECTRICAL INTERCONNECT
Repeaters are widely used in submicrometer circuits

to reduce interconnect delay, transition times, and
crosstalk noise. Numerous papers have been published
in this area that describe design methodologies that
satisfy different design criteria. In this section, an
RLC interconnect with repeaters is examined at dif-
ferent technology nodes based on the ITRS [4].

The capacitance and resistance per unit length of the
interconnect can be obtained directly from the physi-
cal geometries, where the space between adjacent inter-
connects is assumed equal to the minimum interconnect
width. The interconnect inductance, however, depends
upon the distribution of the current return paths which
are difficult to estimate before the physical design of
the circuit is completed. The sensitivity of a signal
waveform to errors in the on-chip inductance, however,
is low, and the magnitude of the on-chip inductance
is a slowly varying function of the wire geometry [5].
Based on these two characteristics, a fixed value of 0.5
pH/µm [5] is assumed for all of the technology nodes.

As shown in Fig. 1, a distributed RLC interconnect
with length l is evenly divided into k segments by uni-
form repeaters. The repeaters are h times as large as
a minimum sized repeater, with the output resistance
Rtr0/h, output capacitance hCd0, and input capaci-
tance hCg0, where Rtr0, Cd0, and Cg0 are, respectively,
the output resistance, output capacitance, and input
capacitance of a minimum sized repeater.

Repeaters are typically implemented as CMOS in-
verters [6]. In this analysis, the PMOS transistor is
assumed to be twice as large as the NMOS transistor.
The repeater output capacitance is assumed to be ap-
proximately the same as the input gate capacitance [7].
The sensitivity of the timing model to this assumption
is relatively low. The delay model of the interconnect
is an extension of the model described in [8] where the
repeater output capacitance and input slew effects are
considered. By including the repeater output capaci-
tance, the variable ζ used to characterize inductance
effects becomes

ζ =
Rl

2k

√

C

L
·
RT CT (1 + Cd0

Cg0

) + CT + RT + 0.5
√

1 + CT

, (1)

where RT = kRtr0/(hRl) and CT = hkCg0/(Cl). Rtr0

can be approximated as Rtr0 = KVdd/Idn0, where K is
a fitting parameter, and Idn0 is the saturated drain cur-
rent of a minimum sized NMOS transistor with both
Vgs and Vds equal to Vdd. Note that the K for the
50% delay and the transition time is different, and the
corresponding ζ is therefore denoted as ζd and ζr, re-
spectively. The related transistor parameters can also
be found in the ITRS. The delay of a single stage inter-
connect assuming a step input signal can be obtained
by curve fitting,

td =
e−2.3ζ1.5

d + 1.48ζd

wn

, (2)

where wn = k/
√

Ll(Cl + Cg0hk). In [9], an accurate
estimate of the rise time in an RLC interconnect is also
obtained by curve fitting. The expressions, however,
are analytically complicated. In this paper, a simplified
piecewise approximation of the rise time is used,

tr =
t90% − t10%

0.8
=

{

4.4ζr−1.8
0.8wn

ζr > 0.41,

0 otherwise.
(3)

When ζr < 0.5, the interconnect is highly inductance
dominant, and (3) can introduce a large error. The
effects of the input transition time on the propagation
delay and far end transition time are treated similarly
as in an RC interconnect [10].

The interconnect power models used in this analysis
are the same as those models described in [10]. Three
degrees of freedom are explored in the electrical inter-
connect design: the wire width, and the number and
size of the repeaters. Various combinations are exam-
ined to determine the optimal interconnect design with
respect to a specific design criterion.

3. ON-CHIP OPTICAL DATA PATH
Introducing optical interconnects into VLSI architec-

tures requires compatibility with CMOS technology.
This requirement significantly limits the choice of mate-
rials and processes available for fabricating optical com-
ponents. One of the most significant issues in optical
interconnect is the absence of an efficient silicon-based
laser that can be monolithically integrated. Only con-
figurations that utilize an external laser as a light source
are considered. This type of architecture, however, in-
creases optical losses due to light propagation and cou-
pling.

A diagram of an optical interconnect system is shown
in Fig. 2. The system consists of four primary opti-
cal elements: an off-chip laser, an optical modulator, a
polymer waveguide, and an optical detector. Because
the optical modulator and detector in each data link
operate at the same wavelength, there is an inherent
conflict in the requirements of the optical material. In
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Figure 2: An on-chip optical interconnect data
path.

contrast to a modulator, which requires negligible op-
tical loss, the principle of detector operation relies on
the absorption of light. Considering compatibility with
a CMOS technology, a practical solution is a 1.5 µm
wavelength light source with a silicon modulator and
a SiGe or Ge photo-detector. Unlike electrical devices,
optical devices are not readily scalable due to the light
wavelength constraint [11]. The performance and inte-
gration ability of optical devices, however, can be fur-
ther improved by technology invention and structural
optimization. Although various device models exist for
these optical elements, a specific design is selected to
satisfy the on-chip requirements. Based on this specific
design, trends in the development of optical transmit-
ters, waveguides, and optical receivers are described,
respectively, in the following subsections.

3.1 Transmitters
A transmitter is composed of an electro-optical mod-

ulator and a driver circuit. The design of a fast and cost
efficient CMOS compatible electro-optical modulator is
one of the most challenging tasks on the path towards
realizing on-chip optical interconnects. In a modulator,
conversion between electrical and optical signals is per-
formed in two steps. First, certain optical properties of
the medium, e.g., the refractive index or absorption co-
efficient, are changed by the electrical signals. Second,
the optical signals are modulated, either in amplitude
or in phase, by varying the optical properties.

Unstrained bulk crystalline silicon, unfortunately,
does not exhibit a linear Pockels effect, and refractive
index changes due to the Kerr effect are very weak [12].
One of the few suitable mechanisms for varying the re-
fractive index in pure silicon is the free carrier plasma
dispersion effect [13]. There are primarily two electrical
structures for changing the carrier concentration in sili-
con devices. The conventional technique is to inject and
deplete carriers in the intrinsic region of a p-i-n diode.
One example of this structure is described in [12]. With
this approach, a substantial change in the carrier con-
centration can be obtained over a large volume. The
speed of this structure, however, is greatly limited by

Table 2: Prediction of modulator parameters.
Modulator Delay Length Capacitance
parameter

∆neff (ps) (µm) (pF)
[14] 3.75 × 10−5 114 104 72.3

Year 2016 1.5 × 10−4 15-20 50 0.35

the slow carrier recombination process. An alternative
electrical structure is a MOS capacitor. The change in
the carrier concentration is achieved by redistribution
rather than injection and depletion of carriers, causing
a higher modulation speed. The first MOS capacitor
based electro-optical modulator was demonstrated by
Liu et al. [14] and operates at frequencies greater than
one gigahertz. By design optimization and technology
improvements, such as thinning the gate oxide and us-
ing an epitaxial over-growth technique, the bandwidth
of the modulator is expected to increase to 30 GHz to
40 GHz by the year 2016.

Because the device structure used in [14] is a Mach-
Zehnder interferometer, the modulator has a large foot-
print (10 mm long), which also results in an excessive
capacitance; hence, increasing the delay and power con-
sumption of the driver circuits. Simulations and early
experiments performed by Barrios et al. [12] show that
optical resonator-based structure can drastically de-
crease the modulator size down to 10 µm to 30 µm while
maintaining the same operating principle and speed.
Further reductions in the modulator size are possible
by using photonic bandgap structures. In this paper, a
predictive model is generated which combines the ad-
vantages of the structures used in [12] and [14], as listed
in Table 1.

Based on these considerations, some modulator pa-
rameters are predicted for the year 2016, as listed in
Table 2. Although the improvement of modulator per-
formance will likely exhibit a step-like behavior, a linear
or inverse-linear interpolation (for simplicity) is used to
estimate the parameters for the intermediate years. The
effective index change ∆neff is determined as

∆neff = σ∆n, (4)

where ∆n is the index change due to the external mod-
ulation, and σ is the fraction of the optical mode power
inside the index variation region. For example, in [14],
σ is only around 9%. The delay of a resonator-based
electro-optical modulator is related to ∆neff and is de-
termined by a predictive analysis of a MOS capacitor
modulator [14].

A series of tapered inverters [15] is used to drive the
modulator. If the inverter output capacitance is equal
to the input gate capacitance, the optimal size ratio be-
tween two neighboring inverters is 3.6 [16]. A minimum
sized inverter is used as the first stage. The number of



Table 1: Predictive model of future silicon based electro-optical modulators.
Electrical structure

p-i-n diode MOS capacitor
Reference [14]

Mach- High speed (1 GHz and up)
Zehnder — CMOS compatible

Large size (10 mm)
Optical High power consumption

Structure Reference [12] Predictive model
Low speed (20-30 MHz) High speed

Resonator CMOS compatible CMOS compatible
Small size (20 µm) Small size
Low power consumption Low power consumption

stages can be obtained as N = log CM

Cg0

/ log 3.6, where

CM is the modulator capacitance. The delay model of
each stage is described in [17].

Although the transmitter analysis presented here is
for a specific structure, the analysis can be directly
applied to other silicon-based optical interconnect sys-
tems. For example, the power and delay model could
be directly applied to an optical interconnect configu-
ration using an on-chip Raman silicon laser [18], which
behaves as a resonator.

3.2 Waveguides
The performance of optical waveguides is primarily

limited by the wavelength of the utilized light and the
choice of optical material. Although novel waveguide
platforms, such as photonic crystal waveguides, can po-
tentially reduce the waveguide pitch, optical losses in
such structure will likely diminish this advantage.

Given the operating wavelength of on-chip optical
interconnect, there are primarily two candidates for the
waveguide material. For applications requiring dense
and short waveguide arrays, a silicon-on-insulator (SOI)
structure is more beneficial due to the smaller wave-
guide pitch. For longer links, optimized for signal prop-
agation delay and smaller losses [19], low-loss polymer
waveguides are better suited [20]. Although polymer
waveguides require more area than SOI waveguides,
polymer waveguides are fabricated on an additional
layer and therefore will not reduce the on-chip silicon
resources. In this paper, low-refractive index strip poly-
mer waveguides are assumed with an effective index of
1.4 [20].

3.3 Receivers
The receiver has two components: a photo-detector

that converts light into electricity followed by receiver
circuits that amplify the analog electrical signal to a dig-
ital voltage level. A simplified equivalent circuit model
is shown in Fig. 3.

Vbias

Light

Ibias

Cdec

...

TIA

Figure 3: Circuit model of an optical receiver.

In this paper, interdigitated SiGe p-i-n or metal semi-
conductor metal (MSM) detectors are considered due to
the fast response and reasonable quantum efficiency of
these structures. The signal rise time (response time)
of the detector can be expressed as Tr =

√

T 2
tr + T 2

RC ,
where Ttr is the time required for the photo-generated
carriers to drift to the electrical contact, and TRC is
the RC response time of the detector [21]. The 3 dB
bandwidth of a detector is ∆fdec = 0.35/Tr. Based
on a one pole approximation, the delay of the photo-
detector is related to the rise time as τdec = 0.315Tr.
In 2002, an interdigitated Ge p-i-n detector fabricated
on a Si substrate with a 3 dB bandwidth of 3.8 GHz
was demonstrated [22]. There have been several other
papers published on SiGe detectors and these detectors
exhibit similar performance levels, such as [23, 24]. The
bandwidth or delay of most of these detectors are lim-
ited by the carrier transit time, which can be improved
through device optimization.

Based on a model proposed by Averine et al. [21],
the trend in the performance of future detectors is pro-
jected. In Fig. 4, the MSM detector response time as
a function of electrode width is plotted for different de-
tector sizes and is compared with some experimental
results. The spacing between the electrodes is assumed
to be equal to the electrode width. As shown in Fig. 4,
an optimal electrode width exists that produces a mini-
mum response time. When the electrode is too narrow,
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Figure 4: Detector response time versus
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the response time is dominated by TRC . When the elec-
trode is too wide, the response time is dominated by
Ttr. In this paper, the electrode width is assumed to be
optimized for minimum response time. The minimum
response time of a detector decreases as the detector
area becomes smaller. The detector response time is
expected in the near future to drop significantly, from
tens of picoseconds to a few picoseconds. The reason
for this decrease is that present detectors are gener-
ally bulky, and a longer time is required for carriers to
transit. Effort has been placed on making smaller de-
tectors. Once efficient coupling between the waveguides
and the detectors is realized, the size of the detector is
expected to significantly decrease, greatly reducing the
response time. This trend, however, is expected to slow
and eventually saturate due to fundamental limitations
in material properties [25].

The photo-current Iph from the photo-detector is pre-
amplified by a transimpedance amplifier (TIA). The
TIA consists of an inverter and a feedback resistor, im-
plemented as a PMOS transistor. Additional minimum
sized inverters are used to amplify the signal to a digital
level. A current source Ibias is used to bias the input
DC current to zero. All of the inverters are assumed to
be biased at Vdd/2. The size of the inverter and feed-
back transistor in the TIA is determined by bandwidth
and noise constraints [7]. The bandwidth requirement
of the receiver is assumed to be 0.7 times the bit rate,
and the bit error rate (BER) is assumed to be 10−15 [7].
For the receiver circuits, the static power dominates and
is

Prec = WTIAIdsat0Vdd + (IbiasVdd + IphVbias)/2

+NinvIdsat0Vdd, (5)
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where Idsat0 is the saturation drain current of a mini-
mum sized inverter biased at Vdd/2. WTIA is the size of
the TIA normalized to a minimum sized inverter. Ninv

is the number of additional inverter stages which is de-
termined by the output swing requirement. The delay
of the receiver circuit τcct is obtained by approximating
the circuit as a one pole system, τcct = 0.7/(2π∆freq),
where ∆freq is the bandwidth requirement.

4. COMPARISON BETWEEN ELECTRI-
CAL AND OPTICAL INTERCONNECTS

In this section, electrical interconnects are compared
with optical interconnects for different design criteria.

4.1 Delay
The optimal number and size of repeaters along an

RLC interconnect can be determined to achieve the
minimum delay [8]. This minimum delay can be further
decreased by increasing the wire width [27]. The achiev-
able minimum delay per unit length for different wire
widths is illustrated in Fig. 5. The interconnect widths
are normalized to the minimum wire width Wmin as
predicted by the ITRS. As shown in Fig. 5, scaling has
only a small effect on the delay of interconnects with re-
peaters, consistent with the conclusions from [28]. The
decrease in delay with increasing wire width slows when
the wire width exceeds 3Wmin. The minimum achiev-
able delay per unit length is approximately a constant
— 20 ps/mm for all technology nodes of interest.

The delay distribution of a 1 cm optical data path is
listed in Table 3. The delay of the transmitter and the
receiver is determined as explained in sections 3.1 and
3.3, respectively. The signal delay in the waveguide is
treated as a light propagation delay. As listed in Ta-
ble 3, the delay of the transmitter is much greater than
that of the receiver. With improvements in technology,



Table 3: Delay (ps) distribution in a 1 cm op-
tical data path as compared with the electrical
interconnect delay.
Year 2004 2007 2010 2013 2016
Technology node 90 nm 65 nm 45 nm 32 nm 22 nm

Modulator driver 83.7 45.8 25.8 16.3 9.5
Modulator 114.0 52.1 30.4 20.0 14.3
Waveguide 46.7 46.7 46.7 46.7 46.7
Photo-detector 1.4 0.5 0.3 0.3 0.2
Receiver amplifier 37.5 16.9 10.4 6.9 4.0

Total optical 283.3 162.0 113.6 90.2 74.7
Electrical 200.0 200.0 200.0 200.0 200.0

both the transmitter and the receiver delay are expected
to decrease. By the year 2007 (the 65 nm technology
node), optical interconnect is expected to operate faster
than electrical interconnect.

4.2 Power
For electrical interconnects, the power should be eval-

uated under specific design requirements, such as de-
lay and bandwidth. A minimum sized wire without
repeaters consumes minimum power, however, this con-
figuration is not practical for global interconnect due to
the significant delay and low bandwidth of the line. The
power-delay product (PDP), therefore, is often used as
an effective design criterion [27]. For each wire size, a
local minimum PDP can be obtained by adjusting the
repeater size and number. From simulations, the global
minimum PDP can be achieved with a wire size ranging
from 4Wmin to 5Wmin for different technology nodes.

The power consumed by the optical interconnect is al-
most independent of the interconnect length, since the
length is sufficiently short that the optical power loss in
the waveguide is negligible. In this paper, only electrical
power is evaluated for the optical data path, as listed in
Table 4. The power consumed by the transmitter dom-
inates the power of the receiver, which is in contrast to
the assumption made in [2]. The reason for this differ-
ence is that the modulator assumed in this analysis is
CMOS compatible. The size as well as the capacitance
of the modulator is large, requiring a large driver circuit.
Note that there is a significant power decrease from the
90 nm technology node to the 65 nm technology node,
which reflects the expected improvements in modula-
tor structures from Mach-Zehnder to a resonator. The
power consumed by a 10 mm delay-optimized electrical
interconnect is also listed for comparison in Table 4. Al-
though the optimized delay of electrical interconnect is
almost constant with technology scaling, the power in-
creases significantly due to the higher signal switching
frequency and greater leakage current. Optical inter-
connects are also beneficial from a power perspective.

Table 4: Power consumption (mW) in an optical
data path.

Year 2004 2007 2010 2013 2016
Technology node 90 nm 65 nm 45 nm 32 nm 22 nm
Transmitter 177.5 18.4 8.6 6.0 5.0
Receiver 0.4 0.3 0.2 0.3 0.3
Total optical 177.9 18.7 8.8 6.3 5.3
Electrical 7.5 12.7 15.8 22.8 31.2
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Figure 6: Comparison of the PDP of electrical
and optical interconnects (for a length of 1 cm).

The PDP of an electrical interconnect is compared with
an optical interconnect in Fig. 6. Note the crossover
point between the 65 nm technology node and the 45
nm technology node.

4.3 Bandwidth density
The bandwidth density is an effective criterion for

evaluating the ability to transmit data through a unit
width. The maximum bit rate for a single interconnect
is assumed to be the clock rate (one bit is transmit-
ted per clock period). With proper design, this band-
width can be achieved in both electrical and optical
interconnect. The bandwidth density, therefore, is only
determined by the interconnect pitch. As illustrated in
Fig. 5, the minimum delay of an electrical interconnect
can be achieved with an interconnect width of 7Wmin,
corresponding to a pitch of 8Wmin. For optical inter-
connects, the waveguide size should be larger than the
optical mode size. Based on this limitation, the wave-
guide pitch is assumed to be 4 µm, much larger than
the electrical interconnect pitch. Single wavelength op-
tical interconnects, therefore, are not beneficial if a
high bandwidth density is desired. The bandwidth of
optical interconnect, however, can be significantly im-
proved by introducing wavelength division multiplexing
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(WDM) [11]. The bandwidth density of different inter-
connects is compared in Fig. 7. For optical interconnect
with WDM, the channel number in a waveguide is as-
sumed to be one at the 90 nm technology node, and to
increase by four for each new technology node.

4.4 Discussion
The critical length beyond which optical interconnect

overcomes electrical interconnect is plotted in Fig. 8 for
different design criteria. The lengths are normalized to
the edge of the chip die dimension. As shown in Fig. 8,
the critical length is approximately one tenth of the chip
edge length at the 22 nm technology node.

A direct area comparison of on-chip optical and elec-
trical interconnects might not be legitimate due to the
different chip layers used by the two systems. With
the use of a polymer waveguide, a whole new layer is

required. Electrical interconnects, however, are imple-
mented on traditional metal layers. The large optical
transmitter and receiver are located at the two ends of
the waveguide, in contrast to the electrical repeaters,
which are distributed along the interconnect. Via con-
gestion issues, therefore, are avoided in optical inter-
connects.

As compared with [3], the results obtained in this
analysis are more optimistic for optical interconnect.
The reason for this optimism is the device models
adopted in this approach. Rather than a nitride wave-
guide [3], a polymer waveguide is used in this analy-
sis, increasing the light speed in the waveguide. Fur-
thermore, a more aggressive WDM scheme is assumed
here, four additional channels per technology node
rather than one additional channel per two technology
nodes [3]. Another difference in this analysis is that
a CMOS-compatible modulator is assumed, which is
shown to be one of the most challenging elements in
the optical data path.

Note that in this analysis, the optical interconnect de-
sign is fixed. The optical interconnect can be improved
with respect to a specific criterion by further optimiz-
ing the modulator driver and receiver circuits. An ad-
ditional advantage of optical interconnect is the smaller
crosstalk noise as compared with electrical interconnect.

5. CONCLUSIONS
A prediction of the performance characteristics of fu-

ture CMOS compatible optical devices is described in
this paper. Based on this prediction, electrical and opti-
cal on-chip interconnect are compared for various design
criteria at different technology nodes. Critical lengths
beyond which optical interconnect becomes advanta-
geous in order to achieve the minimum delay, PDP,
and maximum bandwidth density/delay are presented.
With technology scaling, these lengths are well below
expected chip die size dimensions.
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