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ABSTRACT

A major consumerof microprocessopower is the issuequeue.
SeveralmicroprocessorancludingtheAlpha21264andPONVER
usea compactindatch-basedssuequeuedesignwhich hasthead-
vantageof simplicity of designandverification. The disadwantage
of this structure however, is its high power dissipation.

In this paper we explore differentissuequeuepower optimiza-
tion techniqueghatvary not only in their performanceand power
characteristicdyut in how muchthey deviatefrom the baselingm-
plementation By developingandcomparingtechniqueghatbuild
incrementallyon the baselinedesign,aswell asthosethatachiere
higherpower savingsthroughamoresignificantredesigreffort, we
quantifytheextrabenefithehigherdesigncosttechniquegrovide
over their morestraightforvard counterparts.
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C [1]: ProcessoArchitectures,C.1.3 Other ArchitectureStyles-
Adaptablearchitectures

General Terms
PerformanceDesign

Keywords

Low-power, microarchitecturejissuequeue,banking,adaptation,
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1. INTRODUCTION

Therearemary comple tradeofs thatmustbe madeto achiere
the goal of a power-efficient, yet high performancedesign. The
firstis theamountof performancehatmustbetradedoff for lower
power. A secondconsideratiorthat hasreceved lessattentionis
the amountof redesignandverification effort that mustbe putin
to achieve a givenamountof power savings. Time-to-marlet con-
straintsoften dictatethat straightforvard modificationsof existing
designstake precedencever radicalapproacheshat requiresig-
nificantredesigrandverificationefforts. For the latter, theremust
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be a clearanddemonstrabl@ower savings with minimal negative
consequences justify the extra effort.

Onemicroprocessostructurethathasreceved considerablat-
tentionis the issuequeue. The issuequeueholds decodedand
renamedinstructionsuntil they issueout-of-orderto appropriate
functional units. Several superscalaprocessorsuchas the Al-
pha21264[11] andPOWVER4[10], implementalatch-basedssue
gueuein which eachentry consistsof a seriesof latches[1, 4].
The queueis compactingin that the outputsof eachentry feed-
forward to the next entry to enablethe filling of “holes” created
by instructionissue.New instructionsarealwaysaddedto the tail
positionof the queue.In this mannerthe queuemaintainsanold-
estto youngestprogramorder within the queue. This simplifies
the implementationof an oldest-firstissuepriority scheme. Ad-
ditional importantadantageof this implementatiorarethatit is
highly modularandcanusescannabldatcheswhich simplifiesis-
suequeuedesignandverification.

However, the high price of this approacthis its power consump-
tion: for instancetheintegerqueueonthe Alpha21264is thehigh-
estpower consumeon the chip [11]. Similarly, theissuequeueis
one of the highestpower-densityregionswithin a PONER4-class
processorcore[1]. For this reasonseveral techniquedor reduc-
ing theissuequeuepower have beenproposed2, 3, 5]. However,
theseprior efforts have exclusively focusedon approachethatre-
quire considerablae-designand verificationeffort aswell asde-
signrisk. What hasbeenthusfar lacking is a quantitatve com-
parisonof a rangeof issuequeuepower optimizationtechniques
thatvary in their designeffort/risk, in additionto their power sav-
ingsandperformanceost. Our analysisresultsin several possible
issuequeuedesignchoicesthat are appropriatedependingon the
redesignand verificationeffort that the designteamcanafford to
putin to achieve alower-power design.

2. NON-COMPACTING LATCH-BASED
ISSUE QUEUE

Figurel illustratesthe generalprinciple of a latch-basedssue
gueuedesign.Eachbit of eachentryconsistsof alatchandamul-
tiplexer aswell as comparatorgnot shavn in this figure) for the
sourceoperandlDs. Eachentry feeds-forvard to the next queue
entry, with themultiplexer usedto eitherhold thecurrentiatchcon-
tentsor loadthe latchwith the contentsof the next entry Thede-
signshavn in Figurel loadsdispatchednstructionsnto theupper
mostunusedjueueentries.“Holes” createdvheninstructiondssue
arefilled via a compactionoperationin which entriesare shifted
downwards. By dispatchingentriesinto the tail of the queueand
compactinghe queueon issue,an oldestto youngesprogramor-
deris maintainedn the queueat all times,with the oldestinstruc-
tion lying in the bottomof the queueshavn in Figure1. Thus,a



simple position-basedelectionmechanisnlike that describedn
[9], in which priority movesfrom “lower” to “upper” entries,can
beusedto implementanoldest-fist selectiorpolicy in whichissue
priority is by instructionage.Althoughcompactioroperatiormay
benecessarjor asimplerselectiormechanismit maybe a major
sourceof issuequeuepower consumptionn latch-basediesigns.
Eachtime aninstructionis issued,all entriesare shifteddown to
fill thehole,resultingin all of thesdatchesbeingclocked. Because
lower entrieshave issuepriority over upperentriesjnstructionsof-
tenissuefrom the lower positions,resultingin a large numberof
shiftsandtherefore alarge amountof power dissipation.

To eliminatethe power-hungry compactionoperation,we can
male the issuequeuenon-compacting7]. In a non-compacting
gueue,holesthat resultfrom an instructionissuefrom a particu-
lar entry are not immediatelyfilled. Rather theseholesremain
until a new entry is dispatchednto the queue. At this point, the
holesarefilled in priority orderfrom bottomto top. However, in a
non-compactingjueuethe oldestto youngespriority orderof the
instructionss lost. Thus,the useof a simpleposition-basedelec-
tion mechanisniike thatdescribedn [9] will not give priority to
olderinstructionsasin thecompactinglesign.
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Figure 1: Latch-basedissuequeuedesignwith compaction.

To solve theproblemof lostinstructionorderingwhile maintain-
ing muchof the pawer-efficieny advantageof a non-compacting
gueuethereorderbuffer (ROB) numbergsequenc@umbers)hat
typically tag eachdispatchednstructioncan be usedto identify
oldestto youngesbrder However, aproblemariseswith thisscheme
dueto the circular natureof the ROB which may be implemented
asa RAM with headandtail pointers. For example,assumefor
simplicity an 8-entry ROB wherethe oldestinstructionlies in lo-
cation11landtheyoungesin 000. Whenaninstructioncommits,
theheadpointerof the ROB is decrementetb pointto thenext en-
try. Similarly, the tail pointeris decrementedvhenan instruction
is dispatchedWith suchanimplementationthe oldestinstruction
may no longerlie in location111in our working example,but in
ary location.In fact,thetail pointermaywraparoundbackto entry
111suchthatnewer entries(thosenearesto thetail) mayoccupy a
highernumberedROB entrythanolderentries[6]. Whenthis oc-
curs,theoldest-firstselectiorschemewill nolongerwork properly

This problemcanbe solved by addingan extra high-orderse-
guencenumberbit which we call the sorting bit thatis keptin the
issuequeue. As instructionsare dispatchedthey are allocateda
sequenc@umberconsistingof their ROB entry numberappended
to a sortingbit of 0. Thesesequenceumbersare storedwith the
entry in the issuequeue. Wheneer the ROB tail pointerwraps
aroundto entry 111 in our example,all sortingbits are flash set
to 1 in theissuequeue. Newly dispatchednstructions,however,
includingthe oneassignedo ROB entry 111, continueto receve

a sortingbit of 0 in their sequenceaumbers. Thesesteps,which
aresummarizedn Figure2, guarante¢hatthesenewly dispatched
instructionswill have a lower sequenceumberthanprior (older)
instructionsalreadyresidingin thequeue.

Oncethesortingbit adjustments in place olderinstructionscan
properly be selectedrom the readyinstructionsas follows. The
mostsignificantbits of the sequencaumbersof all readyinstruc-
tions are ORedtogether If the resultof the OR is 1, all ready
instructionsvhosemostsignificantbits are0 will beremovedfrom
consideration.In the next step,the secondmostsignificantbit of
the sequenc@umbersof all readyinstructionsthat arestill under
consideratiorare ORedtogether If the resultof the ORis 1, all
readyinstructionsstill underconsiderationvhosesecondnostsig-
nificant bits are 0, will be remaoved from consideration.The Nth
stepis the sameas step 2, exceptthe leastsignificantbit of the
sequencewumberis used. At the end of this step, all readyin-
structionswill have beenremoved from consideratiorexcept for
theoldest.

However, this OR-basedarbitrationmechanisnrequiresa final
linear O(N) chainfrom highestorderto lowestorderbit. This sig-
nificantly increaseghe delay of the selectionlogic comparedo
the selectionlogic describedby Palacharlg9], after4 bits with a
32 entry queue. Note that for a processothathasup to 128 in-
structiong(ROB of 128entries)in flight, the full sequenc@&umber
consistsof 7 bits anda sortingbit. The lack of full ageordering
with 4-bit sequencewumbersresultsin a CPI degradation(shavn
in Sectionb), althoughthis is animprovementover the CPl degra-
dationincurredwith noageordering(position-basedelectionwith
non-compaction).
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Figure 2: Mechanismfor updating the sorting bit in the issue
queue.

3. CAM/RAM-B ASED ISSUE QUEUES

In this section,we describessuequeuepower-sasing optimiza-
tions that requireredesigninghe baselinelatch-basedjueueasa
CAM/RAM structurein which the sourceoperandnumbersare
placedin the CAM structureand the remaininginstructioninfor-
mationis placedin theRAM structure.The numberof entriescor
respondso the sizeof theissuequeue.The CAM/RAM structure
is amguablymorecomple in termsof designandverificationtime
andit doesnotsupportcompactionHowever, becausef thelower
power dissipatiorof CAM/RAM logic relative to randomlogic, the
CAM/RAM-basedssuequeueapproachhasthepotentialto reduce
theaveragepower dissipationof the queue.

While potentiallyconsumingesspower thana latch-basedo-
lution, a CAM/RAM-basedissuequeuestill offers opportunities
for further power reductions. CAM and RAM structuresrequire
prechaging and dischaging internal high capacitancdines and
nodesfor every operation.The CAM needgo performtag match-
ing operationsvery cycle. Thisinvolvesdriving andclearinghigh
capacitancéag-lines,and also prechaging and dischaging high
capacitancenatchlinenodesevery cycle. Similarly, theRAM also
needgo chage anddischageits bitlinesfor every readoperation.
In the following sub-sectionsve discussour approacheso reduce
thepower of a CAM/RAM-basedissuequeue.



3.1 Dynamic Adaptation of the IssueQueue

While fine-grainclock gatingis suitablefor latch-basedssue
gueuesthesharedesourcegbitlines,wordlines taglinesprechage
logic, senseamps,etc) of CAM/RAM-baseddesignamale clock
gatinglesseffective thanfor latch-basedesignsHowever, CAM/RAM-
baseddesignsarevery amenablago dynamicadaptationof the is-
suequeueto matchapplicationrequirementsAs describedn [2],
the size of the issuequeueneededo maintaincloseto peakper
formancevariesfrom applicationto applicationand even among
the differentphasesf a singleapplication. Thus,anissuequeue
that adaptsto thesedifferentprogramphasesasthe potentialto
significantly improve power efficiengy with little impacton CPI
performance.

In this paper we implementthe basicapproactproposedn [2].
In this scheme the issuequeueis broken dowvn into multi-entry
chunks eachof which can be disabledon-the-fly at runtime. A
hardware-basednonitormeasuregssuequeueactivity overacycle
windowperiodby countingthenumberof valid entriesn thequeue,
afterwhichtheappropriateontrolsignalsdisableandenablequeue
chunks[2].

3.2 BankedlIssueQueue

Bankingis a commonpracticefor RAM-basedstructurege.g.,
caches}hat canbothreducethe delayof the RAM andits power
dissipation. CAM-basedstructurescanalso be banled [8], albeit
with somepotentialimpacton CPI performanceThelow-ordern
addresits normally usedfor the comparisorareinsteadusedto
selectoneof 2" CAM subarraysTheremainingbits arecompared
againstheappropriateitsin eachCAM subarrayentry Similarly,
thesen bits areusedto pick which subarraya new entryis placed
in. Thus,only oneof the n subarrayss activatedfor eachCAM
access. The CPI degradationcomesaboutwhen thereis a non-
uniform usageof the differentsubarrayscausingsomesubarrays
to becomefull beforeothers. This inefficient usageof the entries
comparedo a singleCAM structureresultsin eitherentriesbeing
needlesslyreplacedor nen entriesnot being ableto be inserted
even with available spacein other subarrays. The resultis CPI
degradatiorrelative to the singleCAM structure.

TheissuequeueCAM structurepresentshe additionalcompli-
cationof having two fields (sourceoperandDs) on which amatch
operationis performed,which prevents more than one subarray
from beingdisabledin a four-bankdesign. To approacttheideal
of enablingonly onesubarrayfor eachaccesswe proposea novel
banled designthat exploits the factthat frequentlyat leastone of
thetwo sourceoperandss readywhenaninstructionis dispatched.
Figure 3 shavs how frequentlyonly one,both, and neitherof the
two sourceoperandsare readywhen instructionsare dispatched
into the integer queue.The simulationis on six of the SPEC2000
integer programsusing the methodologydescribedn Section4.
On average,13% of the dispatchednteger instructionshave nei-
theroperandeady Theremaining87% of theinstructionshave at
leastoneoperandavailableandthereforerequireatmostonematch
operatiorfor theinstructionto wake up.

A banled issuequeueorganizationthat exploit this propertyis
shawvn in Figure 4. The organizationusesfour banks, eachof
which holdstwo sourceoperandDs. Oneis thefull six-bit source
operandield (assumings4 physicalregisters)heldin theinstruc-
tion info (RAM) sectionof the entry while the other consistsof
only thefour low-orderregisterID bitsandis heldin the CAM part
of theentry (notethat?2 of thebits arealreadyusedfor bankselec-
tion). Thus,only the latteris comparecdagainsthe low-orderfour
destinatiorregisterID bits thatarebroadcastThus,our banledis-
suequeuedesignfurtherreducegpower dissipationby eliminating
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Figure 3: Percentageof instructions with various numbers of
operandsavailable on dispatch. Also shown is the percentage
of casesn which neither sourceoperandis available and where
the sourceoperand IDs are associatedwith differ ent banks.

one of the two sourceoperandiDs from the CAM. Note thatthe
matchlogic is guaranteedo be active for only one cycle. How-
ever, the readylogic, selectionlogic, andthe RAM part may be
active for morethanonecycle. Multiple instructions(sayN) may
becomereadydue to resultdistribution, in which casethe ready
logic, selectionlogic, andRAM part may be active for N cycles.
The selectionlogic is globalin the sensethatinstructionsmay be
simultaneouslyeadyin multiple banks.

As shawvn in thetop of Figure4 for anexampleaddinstruction,
threeof the casesof sourceoperandseingreadyor not on dis-
patchare easyto handle. The instructionis steeredto the bank
correspondingo thelD numberof the unavailablesourceoperand.
In the casewhereboth operand®f aninstructionareavailable,the
instructionis steeredo thebankcorrespondingo thefirst operand.
An instructionin theselectedbankwakesupwhenthereis amatch
betweerthe lower four bits of the destinationD andthoseof the
sourcelD correspondingo the unavailable operand. The fourth
casethatof neitheroperandeingavailableon dispatchjs treated
asaspeciakase Here,instructionghathave neithersourceoperand
availableareplacedin the Conflict Queue The Conflict Queueis
simply a conventionalissuequeuethatperformscomparisonsvith
both sourceoperands.Becausea small percentagef the instruc-
tions have neithersourceoperandavailable on dispatch,the Con-
flict Queueneedonly containa few entries. The destinationIDs
of completinginstructionsarecomparedvith the entriesin oneof
thebanks aswell aswith thosein the Conflict Queue Becausehe
Conflict Queues small,its enegy dissipationpalesin comparison
to the savingsaffordedby banking.

assume 64 physical registers,
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Figure 4: Banked issuequeue organization and placementof
instructions usingthe Conflict Queuefor the casewhereneither
sourceoperandis available on dispatch.



4. METHODOLOGY

The designalternatvesareimplementedat the circuit level and
the power estimationsare evaluatedby usingthe IBM AS/X cir-
cuit simulationtool with next generatiorprocesgparametersAll
the circuitsalsohave beenoptimizedasmuchasis reasonabléor
power andspeed.The baselindatch-basedssuequeueandother
circuit designsborrav from existing PONER4 librarieswhereap-
propriate.

For the microarchitecturabimulations,we usedSimpleScalar
3.0to simulatean aggressie 8-way superscalaout-of-orderpro-
cessar The simulatorhasbeenmodifiedto model separatente-
ger andfloating point queues. The baselinealso includedregis-
ter renamingand physicalregistersto properly modelbanled is-
suequeues.We chosea workloadof six of the SPEC2000nteger
benchmarkgeachof whichis runfor 400million instructions)s-
suequeueevent countsare capturedduring simulationand used
with thecircuit-level datato estimatepower dissipation.We focus
onanintegerissuequeuewith 32 entriesin this paperalthoughthe
techniquesare largely applicableto other queuestructures(e.g.,
floating point queue dispatchqueue reorderbuffer). For the sim-
ulation parameterswe chosea combinedbranchpredictorof bi-
modaland2-level andfetch anddecodewidths of 16 instructions
for our 8-way machinewith a reorderbuffer size of 128 entries.
We used64KB 2-way L1 and2MB 4-way L2 cachesfour integer
ALUs andmultipliersandfour memoryports.

5. RESULTS

For the baselineissuequeué, eachentry needsto be clocked
eachcycle evenwhenthequeuds idle dueto theneedo recirculate
the datathroughthe multiplexer to hold the datain place. In an
alternatve clock-gateddesignthe main clock aswell asthe latch
clocks are gatedby a control signal wheneer an entry doesnot
have the Valid bit setandis not beingloaded.We first examinethe
benefitsof clock gatingthe issuequeue which largely dependon
whatfraction of the entriescanbe clock gatedfor our application
suite. Figure5 shaws the averagenumberof entriesin a 32-entry
integerqueuethatareandarenot clock gatedaswell astheoverall
power savings achiered. For vortex andgcc, on averageover 50%
of the queueentriesareclock gated,whereador mcf, parserand
vpr thereis notmuchclock gatingopportunity On average a 34%
power savingsis achievedwith clockgatingtheissuequeuewithout
ary lossof CPIperformance.

The tradeofs betweena compactingand non-compactingssue
gueuearemorecomple, asadegradationin CPI performancean
potentiallyoccurwith non-compactiomlueto thelack of anoldest-
first selectionscheme. We modified SimpleScalato model the
holescreatedn a non-compactingssuequeue thefilling of these
holeswith newly dispatchednstructions,anda selectionmecha-
nism strictly basedon locationwithin the queue(ratherthanthe
oldest-firstmechanisnusedby default). With suchaschemeolder
instructionamayremainin thequeuefor alongtime period,thereby
delayingthe completionof importantdependencehains.Theleft-
mostbarin Figure6 shavs CPI degradationfor our six SPEC2000
integerbenchmarksThe degradationis significant,around8% for
mcf and parserand 5.5% overall. The right-mostbar shavs the
CPI dggradationwhenthe previously describedldest-firstselec-
tion schemeis implementedby using four bit sequencenumber
(including the sorting bit). On average the partial oldestfirst se-
lectionschemeaeduceghe CPI degradationfrom 5.5%to 2.3%.

1The baselinedescribedn this paperdoesnot representhe real
POWER4 issuequeue. Somemechanismgo reducepower, not
describedn this paperarepresentin thereal POVER4 design.
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Figure 5: Number of queueentries gated, and power savings
relative to baselinefor a latch-basedissuequeuewith clock gat-
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Figure 6: CPI degradation incurred via non-compaction
with position-basedselection,and non-compactionwith partial
oldest-first selection.

Thepowersaringsof thenon-compactingatch-basedssuequeue
relative to the baselinedesignis shavn in Figure 7. The non-
compactingqueuepower includesthe power overheaddueto the
oldest-firstselectionogic overheacaswell asthewrite arbitration
logic overheadthat providesthe capability of writing to ary hole
for the newly dispatchednstructions. Evenwith theseadditional
overheadsthe eliminationof the frequenthigh-paver compacting
eventshasa considerablémpactacrossall benchmarksachieving
apower savings of 25-45%and36%overall.

This figure also shavs the relative power savings of the non-
compactingCAM/RAM-basedissuequeue anda non-compacting
issuequeueimplementedwith clock gating. Redesigninghe is-
suequeueasa CAM/RAM structureachiezesaconsiderabl@ower
savingsover thenon-compactingatch-basediesign.However, the
combinatiorof anon-compactintptch-basedesignandclock gat-
ing achieresslightly betteroverall savings. Note thatthe slightly
betterpower savingsfor mcf, parserandvpr with the CAM/RAM-
basedlesignis dueto thelack of opportunityfor clock gatingwith
thesebenchmarks. The choiceof one option over the otherde-
pendson anumberof factors,includingthe expertiseof the design
teamin termsof clock gatingversusCAM/RAM implementation,
verificationandtestingof the CAM/RAM designandthedegreeto
whichtheadditionalclock skew andswitchingcurrentvariationsof
the clock gateddesigncanbetolerated.In therestof this section,
we explore how the CAM/RAM-basedissuequeuedesigncanbe



augmentedvith dynamicadaptatioror bankingto further reduce
power dissipation.
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Figure 7: Power savings relative to baselineof non-compacting
latch-based, non-compacting CAM/RAM-based, and non-
compactinglatch-basedwith clock gating, all with the proposed
partial oldest-first selectionscheme.

We assume 32-entryadaptve issuequeuethat canbe config-
uredwith 32,24, 16, or 8 entriesduringapplicationexecution.Fig-
ure 8 shaws the power savings and performancealegradationwith
theadaptve schemdor differentcyclewindowvalueg?2]. Notethe
negative power savingswith mcf usingthelarger cyclewindowsof
8K and 16K. This occursbecauset this coarsdevel of dynamic
adaptationthe 32-entryconfigurationis alwaysselectedvhichin-
cursapower penaltydueto theoverheadf thedynamicadaptation
circuitry. The useof smallercycle windowsallows the dynamic
adaptatioralgorithmto capturethefinergrainphasechangebeha-
ior of mcf, resultingin smallerconfigurationsdeingselectedOver
all of thesebenchmarkstheuseof smallercyclewindowsresultsin
a higherpower savzingsanda lower performancealegradationthan
whenlarger cyclewindowsare used.For a cyclewindowof 4K, a
34% overallissuequeuepower savings canbe achieved with a 3%
CPIldgyradationascomparedo the CAM/RAM-baseddesign.
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Figure 8: CPI degradation and power savings of the adaptive
issuequeue relative to the CAM/RAM-based issue queue for
differ ent cyclewindow values.

We explored2, 4, and8-way banledissuequeuesisingthe Con-
flict Queueapproachdescribedin Section3.2. The top of Fig-
ure 9 shavs why bankingcanbe so effective: the relative power
of the CAM structureincreasegjuadraticallywith the numberof
entries. Banking divides the queueinto smaller structuresonly

oneof whichis selecteceachcycle. The bottompartof this figure
shavs the power savings achieved with differentissuequeuesizes
for 2, 4, and 8-way banled queueswith only one bank enabled.
Thereis acleartradeof betweerthereductionin thenumberof ac-
tive entries(andthusbitline length)with higherdegreesof banking
andtheextraperipherakircuit overheadncurredwith morebanks.
For a smallqueuesizeof 16 entries,the power saszingsis greatest
with two banksdueto the relatively large costof duplicatingthe
peripherakircuitry. With thelarger 64 entry queue the savingsin
bitline power affordedwith 8 banksoutweighshe peripheralogic
power overhead.
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Figure 9: Relative power of the issuequeue CAM array asa
function of the number of entries (top), and power savings by
degree of banking and issuequeue size with a single enabled
bank (bottom).

As mentionedn Section3.2, bankingcanincur a CPI degrada-
tion dueto underutilizationof queueentriesresultingfrom static
allocationof dispatchednstructionsto banks.This canbe partially
remediedby increasingthe numberof entriesin eachbank. The
graphat thetop of Figure 10 shaws the CPI degradationincurred
relative to the baselinefor a 4-way banled issuequeuewith a 4-
entry Conflict Queuefor variousnumbersof entriesperbank. The
CPI deggradationcanbereducedo 2.5%with 10 entriesper bank,
a slight increasefrom the 8 entriesnominally used. The middle
graphshavs performancedegradationfor a 4-way banled queue
with 10 entriesperbankfor differentConflict Queuesizes.A small
numberof entries(4-5) is sufficient to reducethe CPI degradation
to ngyligible levels. Finally, thebottomgraphshavs thepercentage
of time variousnumbersof bankswereactive for our 8-way issue
machinewith a 4-banlkedissuequeue(10 entriesperbank,4 entry
Conflict Queue),aswell asthe power savings achieved for each
benchmark. Note that theseresultsaccountfor the pover over
headsof the extra entriesandthe Conflict Queue,andwe assume
thatboththebaselineandbanleddesignshave theentirequeuedis-
abledwith no activity (zerobanksactive for the banlked approach).
Overall,a31%enegy savingsis achiezedwith only a2.5%impact
on CPIperformanceThiscomparesavorablywith the34%power
savings and 3% CPI degradationof the adaptve approachyetthe
banled schemas arguablymorestraightforvardto implement.

5.1 Comparison of Different Alter natives

Clock gatingthe issuequeuehasa significantimpacton power
dissipationwith no CPI degradation. Despiteits implementation
andverificationchallengest is a well-known andestablishedp-
proachand thereforerepresentghe most straightforvard, albeit
not the mosteffective, solutionto the issuequeuepower problem.
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Figure 10: 32-entry four-way banked issuequeueresultsrela-
tive to the 32-entry CAM/RAM-based issuequeue.CPI degra-
dation with differ entnumbersof entries per bank (top) with a4
entry Conflict Queue.CPI degradationwith differ entsizeCon-
flict Queues(middle) with 10 entries per bank. Percentageof
differ ent numbers of active banks and power savings (bottom)
with a 4 entry Conflict Queueand 10 entries per bank.

On the other side, making the queuenon-compactingffords an
evengreatepower savings,albeitwith a CPlperformanceostdue
to the elimination of oldest-firstselection. This problemcan be
largely remediedvith the sequence-numbandsortingbit scheme
proposedin this paperwith no delay cost and negligible power
impactrelative to the power savings with non-compaction.This
malkes the non-compactingchemean attractve alternatve to the
baselinecompactingdesign. The combinationof non-compaction
andclock gatingprovidesslightly betterissuequeuepower savings
thana CAM/RAM-baseddesign. The two alternatves are func-
tionally equivalent,but quite differentin termsof a numberof im-
plementatiorandverificationcostfactorsthat may favor oneover
theother

Oncethedesignechooses CAM/RAM-basedmplementation,
an adaptve CAM/RAM-basedissuequeuedelivers an additional
26%power savingsbeyondnon-compactioandclockgating.How-
ever, thecostis aslightperformancealegradationjn additionto the
significantdesignandverificationeffort involved. The banled ap-
proachwith the Conflict Queuerepresentsin attractive alternatve
to theadaptve design.It’s power savings and performancealegra-
dationrival that of the adaptve approachyet its designwould be
consideredmore straightforvard by mostdesigners.Finally, the
banled and adaptve issue queuetechniquesare orthogonalap-
proacheghat canbe combinedto afford even greaterpower sav-
ings. Dueto the sizeof our issuequeue(32 entries)the combina-
tion of thesetechniquesvould notbe profitable.However, alarger
128 entry queuecould be divided into four 32 entry banks,each
of whichwould usethe adaptve approactdescribedn this paper
Basedon our experienceandthe resultsin this paper we expect
thatthis combinationwould producemuch greatempower sazings
thanary of theothertechniquesnvestigatedn this study

6. CONCLUSIONS

In this paper we have presented rangeof issuequeuepower
optimizationtechniqueghat differ in their effectivenessas well

Power Savings (%)

as designand verification effort. As part of this study we pro-
posea sequencingnechanismfor non-compactingssuequeues
thatallows for a straightforvard implementatiorof oldest-firstse-
lection. We also devised a banled issuequeueapproachthat al-
lows for all but onebankto bedisabledwith little additionalpower
overhead.Througha detailedquantitatve comparisorof thetech-
nigues,we determinethat the combinationof a non-compaction
schemeand clock gating achieves roughly the samepower sar-
ings asa CAM/RAM-basedissuequeue. We also concludethat
theadaptve andbanled CAM/RAM-basedssuequeueapproaches
achieve asignificantenougtpower savingsoverthelatch-basedp-
proachego potentiallyjustify their greaterdesignandverification
effort.
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